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Executive Summary

This report describes the theoretical development and the evaluation via both

• experiment and simulation of digital methods for the closed-loop control of power,
temperature, and steam generator level in multi-modular reactors. The major conclusion of
the research reported here is that the technology is currently available to automate many
aspects of the operation of multi-modular plants. This wiU in turn minimize the number of
required personnel and thus contain both operating and personnel costs, allow each module
to be operated at a different power level thereby staggering the times at which refuelings

Q would be needed, and maintain the competitiveness of U.S. industry relative to foreign
vendors who are developing and applying advanced control concepts. The technology
described in this report is appropriate to the proposed multi-modular reactor designs and to
present-generation pressurized water reactors. Its extension to boiling water reactors is
possible provided that the commitment is made to create a real-time model of a BWR. The

work reported here was performed by the Massachusetts Institute of Technology (MIT)ii O under contract to the Oak Ridge National Laboratory (ORNL) and to the United States

_ Department of Energy (Division of Industry and University Programs, Contract No. DE-
_,_ FG07-90ER12930.)

'_ The work reported here was undertaken with the objective of developing and, to the
_ • maximum extent possible, demonstrating ad_,anced control technologies for the operation

<_ of nuclear power plants in which several reactors, each with its own steam generator,
i_ provide steam to a common turbine. Such plants are attractive because the size of each
!i reactor can be relatively small (a few hundred megawatts) thereby enabling the
._ incorporation of passive safety features. Yet, because only one turbine is used, the
_ economies of scale that are associated with large present-day reactors will not be entirely

• lost. These advantages not wi',.hstanding, the operation of a multi-modular plant does pose
certain challenges. First, if operating costs are to be contained, then it will not be possible
to have a full crew for each module. This implies that a high degree of automation will be
needed. Second, plant economic performance will be degraded if it becomes necessary to
shut ali modules down simultaneously for refueling. Hence, operation under conditions of

• unbalanced loads will be necessary. The research reported here was conducted, in large
measure, to identify control concepts that would resolve these two concerns.

This report is organized as follows. Chapters One-Three provide material on the
desigr, of multi-modular reactors, an overview of the MIT program for the advanced
instrumentation and control of nuclear reactors, and summaries of earlier MIT work

• including both the reactivity constraint approach and period-generated control. The former
is a supervisory technique that precludes challenges to the reactor safety system as the
result of an automatic control action. The latter is a method for the trajectory tracking of
reactor power. Chapter Four describes the Advanced Control Computer System which
embodies a computer architecture suitable for the digital operation of a nuclear plant.

Q Chapter FNe reports on the 'pe:rturbed reactivity method' which is a technique for the on-
line estimation of a reactor's initial degree of subcriticality. When combined with a
trajectory-trackh':g strategy such as period-generated control, this method allows automated
reactor startups. Chapter Six provides an experimental comparison of various techniques
for the trajectory-tracking of reactor power. Chapter Seven focuses on the design of a
numerical model of a multi-modular plant. Chapter Eight addresses the control of steam

• generator level and in particular the use of model-based compensators to offset the effects

o
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of shrink and swell. Chapter Nine reports the development of strategies for the adjustment
of reactor power under conditions of unbalanced loads. Chapter Ten discusses the
challenges associated with the development of intelligent support tools for reactor
operators. The report concludes with an overview of the relation between the work
completed here and those tasks needed for full automation of a multi-modular plant. •
Practical considerations in the operation of these plants are also enumerated.

The major finding of this report is, as noted above, that the technology cu_Tently
exists to automate many aspects of a multi-modular plant's operation. Specific findings are
as follows: •

1. A multiple computer/single task system is an appropriate architecture for the
closed-loop digital control of a nuclear reactor. This approach has the
advantage that generic safety-related software that remains invariant can be
separated from the control law software that is updated as plant procedures
change. This facilitates a fault-tolerant design, software validation, real-time I_
operation, and high numerical throughput.

2. Automated reactor startups are possible provided that the reactor's initial degree
of subcriticality is known accurately. This can be estimated on-line during the
initial stages of a startup through the use of the perturbed reactivity method. 4:
Under this approach the net reactivity present in the core is treated as two
separate entities. The first is that associated with a known perturbation. This
quantity, together with the observed period and the reactor's describing
parameters, are the inputs to the method's algorithm. The second entity, which
is the algorithm's output, is the sum of ali other reactivities including those
resulting from inherent feedback and the initial degree of subcriticality. During t:
an automated startup, feedback effects will be minima/. Hence, when applied to
a shutdown reactor, the output of the perturbed reactivity method will be a
constant that is equal to the initial degree of subcriticality. This is a major
advantage because repeated estimates can be made of this one quantity and

signal smoothing techniques can be applied to enhance accuracy. _t

3. Automated power increases are possible provided that accurate trajectory-
tracking techniques are available. Many such techniques have been developed
for purposes of robot control. Experimental comparisons show that superior
performance is achieved if an error defined by comparison of the observed and
specified paths is fed back through a system model to obtain the signal to the (
actuator. The use of feedback allows for modeling errors and unforeseen
perturbations while the presence of the model corrects for non-linearities.

4. The sophistication of advanced reactor physics and thermal-hydraulic methods
is now such that accurate, real-time models of multi-modular plants can be run
on present-generation mini-computers. Such a model was constructed here and I[
it was then used both to conduct simulation studies and to design non-linear
control strategies.

5. The control of steam generator level is especially important in the operation of
multi-modular plants because, in addition to plant power changes, there will be I[



module power changes as individual modules are brought on and taken off line.
The deleterious effects of shrink and swell can be greatly mitigated through the
use of model-based compensators. To this purpose, a controller was developed

• that employed compensators for feedwater flowrate, steam flowrate, and
primary coolant temperature. Simulation studies of this controller showed it to
be effective.

6. The economic operation of a multi-modular plant will require that each module
be refueled at a different time. Hence, operation under conditions of

Q unbalanced loads will be necessary so that each module's rate of fuel depletion
will be different. Strategies to pemait this were developed and demonstrated via
simulation. These are complicated because, even though each module is at a
different power level, the pressures in their steam generators must ali be the

,_ii__ same. Otherwise steam will not flow. Hence, the average coolant temperature
_ of each module must be different. The strategies developed entail coordinating
_!iQ changes in steam flow to the turbine with changes in reactor power that are

initiated by control rod movement so as to cause both power and temperature to
iii change as desired. One other finding of this effort was that the 'sliding Tave'
!: control programs that are employed for present-generation pressurized water
_: reactors can only be used for the highest-powered module in a multi-modular
_ Q plant. This is a further result of the need for each module to maintain a common

steam generator pressure.

_:_ 7. A major advantage of proposed multi-modular reactor designs is their
simplicity. Nevertheless, work is in progress to improve tb.' man-machine
interface even further through the use of expert systems an J other forms of

• artificial intelligence, lt was concluded here that expert systems are making a
contribution to reliable reactor operation in such areas as plant design, facility
management, maintenance planning, and interactive diagnostics. However, it
remains an open question as to whether intelligent support systems can be
successfully developed for real-time diagnosis and operator guidance, lt is

• evident that the needed technology will not result from the mere extension of
conventional, expert systems which encode experiential knowledge in
production rules. The need for real-time performance imposes too many
difficulties. Intelligent support systems will have knowledge bases derived
from temporally-correct plant models, inference engines that permit revisions in
the search process as information is updated, and non-interactive man-machine

• interfaces. Also, their knowledge bases will require internal organization so as
to facilitate diagnostics and possibly control activities.

In summary, the objectives of the research described in this report were to
investigate, develop, and where possible experimentally demonstrate genetic techniques for

qp the closed-loop digital control of power, temperature, and steam generator level in multi-
modular plants. Specific topics that were addressed included the design of a computer
architecture in which invariant supervisory constraints are kept separate from plant-
dependent control laws, the identification of a method for automated startups with the on-
line estimation of subcriticality, a comparison of trajectory-tracking techniques, the
development of a multi-modular plant model, the design and evaluation of compensators

• for the proper control of .qteam generator level despite shrink and swell effects, the
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enumeration and evaluation of strategies for the adjustment of reactor power under
conditions of unbalanced loads, and an assessment of the challenges involved in the
provision of intelligent support tools to reactor operators. When these techniques are
combined with others including existing methods for automating turbine run-ups and yet-
to-be developed methods for automated diagnostics, it should be possible to operate each •
module of a multi-modular plant from a manned central control room.

This report is the _,ixthin the series prepared by MIT on advanced instrumentation
and control for nuclear reactors. Earlier ones addressed the reactivity constraint approach
as applied to space-independent reactors, the time-optimal trajectory control of neutronic D
power, applications of expert systems within the nuclear industry, the use of the trajectory-
tracking technique for automated power increases from subcritical, and the extension of the
reactivity constraint approach to the control of reactors characterized by spatial dynamics.
The fundamental premise of this MIT program is that digital technology can make a
significant contribution to the safe, efficient operation of nuclear reactors provided that it is
applied in a planned systematic manner. For this to occur, digital controllers should be •
designed on a theoretically rigorous basis and extensively evaluated at the research and test
reactor level. On-line testing is par_dcularly important because it is only through repeated,
incremental usage that the confidence will develop within both industry and the regulatory
agencies to apply digital sytems to large reactors.

0
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O
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NoticeofPatentProtection

Certain of the control concepts described in this report are protected under United
States and foreign patents. These include: •

(a) Apparatus and method for the Closed-Loop Control of Reactor Power: Standard
Dynamic Period Equation. (U.S. Patent No. 4,637,911 to Dr. John A. Bernard
with rights assigned to the Massachusetts Institute of Technology; foreign patents
pending.) •

(b) Apparatus and Method for the Closed-Loop Control of Reactor Power: Alternate
Dynamic Period Equation. (U.S. Patent No. 4,710,341 to Dr. John A. Be:mard,
Dr. Allan F. Henry, Dr. David D. Lanning, and Dr. Kwan S. Kwok with rights
assigned to the Massachusetts Institute of Technoh3gy; foreign patents pending.)

(c) Apparatus and Method for the Closed-Loop Control of Reactor Power in Minimum
Time: The MIT-SNL Period-Generated Minimum Time Control Laws. (U.S.
Patent No. 4,781,881 to Dr. John A. Bernard with royalty-free rights to the U.S.
Department of Energy, ali other rights reserved; foreign patents pending.)

Those desiring further information should contact either Dr. Bernard or the MIT
Technology Licensing Office, Building E32-300, Massachusetts Institute of Technology,
Cambridge, MA 02139.
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Studies on the Closed-Loop Digital Control of

Multi-Modular Reactors
Q

1. Scientific and Engineering Objective_

This report describes the theoretical and experimental study of certain of the tasks
needed for the closed-loop digital control of multi-modular reactors. Emphasized is the

• architecture of the digital control system, methods for automated startup with on-line
estimation of the degree of initial subcriticality, a comparative assessment of trajectory
tracking techniques, the numerical modeling of multi-modular plants, steam generator level
control, the adjustment of module power and temperature in the presence of unbalanced
loads, and the prospects for achieving automated diagnostics. The work reported here
should contribute to the automated operation of multi-modular reactors and thereby (1)

• minimize required operating personnel and thus contain operating and training costs, (2)
permit individual units of a multi-modular plant to be run at different power levels thereby
avoiding the need to refuel ali units simultaneously, and (3) maintain the competitiveness of
U.S. industry relative to foreign vendors who are developing and applying advanced
control concepts. The progress made relative to each of the aforementioned objectives is

• described in the ensuing chapters of this report.

The work reported here was performed jointly by the MIT Nuclear Reactor
Laboratory (NRL) and the MIT Department of Nuclear Engineering (NED). The research
was funded by the U.S. Department of Energy's Office of Energy Research (Division of
University and Industry Programs) under Contract #DE-FG07-90ER12930 and by the Oak

• Ridge National Laboratory (ORNL) under a separate contract. The period covered by these
two consecutive grants was 1 October 1988 - 30 June 1992.

The control research reported here is but one component of an on-going MIT
program to develop and experimentally evaluate an integrated, fault-tolerant methodology
for the closed-loop, digital control of power and temperature in nuclear reactors. InO
particular, the overall controller should provide signal validation, instrument fault detection,
a supervisory algorithm that precludes challenges to the safety system, a number of
selectable control laws, a means of reconfiguring those control laws depending on the
mission, a method for verifying signal implementation, and some means for on-line
performance assessment such as automated reasoning. In addition, there should of course

• be an independent safety system. Details of this approach, as applied to nuclear reactors,
are given in four earlier reports. Tbc f'trst was prepared by MIT for the National Science
Foundation under grant #CPE-8317878 [1]. It describes the formulation and experimental
evaluation of the 'reactivity constraint approach' which is a means of precluding challenges
to a reactor's safety system as the result of any action initiated by an automated controller.
The second report was prepared by MIT for Sandia National Laboratories (SNL) as part of

• the U.S. Department of Energy's Multi-Megawatt Reactor Program [2]. lt describes the
derivation and experimental assessment of the 'MIT-SNL Period-Generated Minimum
Time Control Laws' which are a trajectory tracking technique suitable for the rapid
maneuvering of reactor power. The third report, which was also prepared for Sandia
National Laboratories, concerns applications of the MIT-SNL laws including their use for

• automated power increases from subcritical [3]. The fourth report, which was prepared for



the U.S. Deparmaent of Energy, concerns the extension of the reactivity constraint
approach to the closed-loop digital control of reactors characterized by spatial dynamics [4].
In addition to these four reports on reactor control, MYI"has also conducted an extensive
study of the use of expert systems within the nuclear industry [5]. That material bears on O
the issue of autonomous control.

1.1 Multi-Modular Reactors

The commercial generation of electricity from nuclear energy is a global reality.
The 1992 edition of the World Nuclear Industry Handbook [6] cites the following figures" •
The United States, where the technology originated, leads the world with 106,905 MW(e)
of installed nuclear generating capacity as of August 30, 1991. This corresponds to 20.6%
of the U.S. electricity supply. In Canada, 14.4% of the electricity supply is generated by
nuclear facilities. Many European nations are also making significant use of nuclear
energy. For example, in France, 75.0% of the electricity supply was generated from
nuclear energy in 1990. In the neighboring nations of Switzerland and Belgium, the •
figures were 42.6 and 60.2%, respectively. For the United Kingdom, the figure was
20.0%; for Germany and Spain, 33.1 and 35.7%, respectively; and for the Scandinavian
nations of Finland and Sweden, nuclear electricity was 35.0 and 46.0% of the total,
respectively. Among the nations of Eastern Europe, the use of nuclear generated electricity
is also substantial. The figures for Hungary, Bulgaria, and Czechoslovakia for 1990 were •
50.0, 35.7, and 28.5%, respectively. The figure for the Soviet Union was 12.2%. The
situation is similar in Asia with 1990 usage figures for Japan, Korea, and Taiwan being
27.1, 49.1, and 38.3%, respectively. The use of nuclear energy is also becoming
significant in South America; Argentina, for example, is at 16.9%.

Fission reactors offer many advantages when compared to alternate sources of Q
energy. Specifically, they constitute an already available technology, the fuel supply can be
made virtually inexhaustible through the use of breeder technology, and minimal pollutants
are released during normal operation. These are significant considerations that are too often
ignored by industry critics. Nevertheless, many nations are reevaluating the nuclear option
and in some countries, the United States among them, there have been no new plant orders •
for many years. As a result, the industry's attention is currently focused on new power-
generation concepts that offer both greater safety and cost-effectiveness. One such
possibility is a multi-modular arrangement in which several power modules (each with its
own reactor core and steam generator) supply steam to a common header. There are
several potential advantages to this concept. First, the small size of the reactor core may
enable it to ride out a loss of coolant accident without either active decay heat removal or •
safety systems of any kind. Thus, the multi-modular concept has the potential to make the
overall plant more reliable and less demanding of the control system than is a large, single-
reactor plant. Second, the individual nxxiules of a multi-modular power plant are to be
sized so that components related to nuclear safety can be factory-fabricated. This is an
advantage because quality can be more readily controlled in a factory than in the field. •
After the major components are made, they are to be transported to the site for rapid
installation. This manufacture and construction method is expected to reduce the licensing
effort because the module will be pre-licensed and only site-specific issues will have to be
considered in the final licensing procedures. Third, a multi-modular power plant has the
potential to provide a higher capacity factor over 'hat of existing, !arge, single reactors
because the modular make-up of the plant will ensure partial power output from unaffected •
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units whenever any one unit or module is off-line for refueling and/or maintenance. Also,
the small size of the components and the simplicity of the power loop should reduce
maintenance.

• Several multi-modular reactors have been designed in order to realize the above
advantages. These are summarized here [7].

1.1.1 Liquid Metal Multi-Modular Power PlantS

• Liquid metal-cooled multi-mo,aular power plant designs include PRISM (Power
Reactor Inherently Safe Module), proposed by General Electric Corporation, and SAFR
(Sodium Advanced Fast Reactor), proposed by Rockwell International. The PRISM plant
concept was subsequently selected by the U.S. Department of Energy (DOE) as the basis
for an Advanced Liquid Metal Reactor. Accordingly, a brief summary of PRISM is given
here.

O

Each PRISM reactor is a single loop, pool-type 134-MWe fast breeder reactor with
annular flow. Three such reactors and steam generators together with one turbine form a
single power block. Primary coolant (low-pressure liquid sodium) circulates through the
core to remove heat generated by the fission process. The advantage of sodium is that it

• has excellent heat transfer characteristics. Its disadvantage is that it becomes activated by
the neutron flux in the core and therefore may represent a hazard to personnel. In order to
isolate the radioactive coolant, the sodium is l:umped through an intermediate heat
exchanger. That is, heat is transferred from the primary loop to the secondary loop by
intermediate heat exchangers and a secondary sodium coolant loop then'transports the
thermal energy from the intermediate heat exchanger to a steam generator. Steatn that is

• generated in each power module is supplied to the turbine through a common steam header.
Feedwater to the three steam generators in the power block is also supplied through a
common header.

The PRISM modules are grouped so that they share the major balance of plant

• components and thus capture the economies of scale of a larger plant without incurring the
penalties associated with a larger core, such as the need for active emergency core cooling
systems. A 1205-MWe plant consists of three power blocks (nine modules).

1.1.2 Gas-Cooled Multi-Modular Power Plants

• Another multi-modular design is the Modular High Temperature Gas-Cooled
Reactor (MHTGR). Two designs have been proposed, one jointly by Germany and GA
Technologies and the other by the U.S. Department of Energy (DOE) [8,9]. Each power
module is a pebble-bed reactor with four in-line steam generators located above or to the
side of the reactor core. German pebble-bed core designs are graphite-reflected cylinders
and are operated at 200 to 250-MWt per module. Another possibility is the MHTGR thatO
was designed under the U.S. DOE MHTGR Program. The DOE design is a 350-MWt
annular core with a steam generator located below and to the side of the core. In addition to
these, MIT designed a direct-cycle gas turbine coupled MHTGR that gives high thermal
efficiencies, up to --45% [10]. Because it does not use a steam generator or a secondary
coolant loop, the MIT design has less potential for water ingress, a less complex balance of

• plant, simpler operation and maintenance, and greater cost-effectiveness.



-4-
®

The MHTGR is a passively safe reactor with the design goal of essentially zero risk
to the health and safety of the public. The key element in the MHTGR's passive safety
concept is the fuel. The fissile material is encapsulated in multiple layers of pyrolytic
carbon (PyC) and silicon carbide (SIC). These particles will not release fission products at O
burnups of well over 100,000 MWD/tc,nne and they can withstand temperatures greater
than 1600 °C without significant release of fission products.

1.1.3 PWR-Type Multi-Modular Power Plants

Figure 1.1.3-1 is a schematic of a possible Pressurized Water Reactor (PWR)-Type @
Multi-Modular Power Plant. This design was the basis for the models developed in the
course of the research reported here. lt was chosen for study because previous research at
Miq"on the digital control of nuclear reactors was oriented to PWRs and hence many data
bases and benchmarked codes were available. This allowed the focus of the research to be
directed more towards reactor control issues and less towards matters of model verification.
lt should be noted that the resulting control concepts are generic and can be applied to many •
types of multi-modular reactors.

1.2 Rationale for the Closefl-_p Digital Control of Multi-Modular Reactors

Arguments in support of the closed-loop digital control of nuclear reactors have •
been previously enumerated [1-4,11]. Accordingly, the discussion here is limited to
factors that are directly relevant to the economical operation of multi-modular reactors"

1. Containment of Operating Costs: Automation, if properly implemented, may
allow the same number of operating personnel to control two or three reactors
as are now necessary to operate a single unit. •

2. Redoction in Training Costs: The cost of a licensed operator is not merely that
individual's salary. A far greater cost is usually the support staff and equipment
needed to first train and then provide continual upgrading of each operator. If

the number of operators can be limited to that now required for a large plant, •
then training costs can at least be kept constant.

3. Fuel Management: One of the advantages of the modular design concept is thatv

only one of the clustered units would be out of service _ any time. Hence, the
capacity factor for the station as a whole would remain high eud the need for
expensive replacement electricity would be minimized. A prerequisite to the •
achievement of this advantage is that it be possible to deplete the fuel in each
modular unit at a different rate. Otherwise, ali units would require refueling at
the same time. This in turn creates a complicated control problem because each
reactor is supplying steam to a common header. Thus, for each unit, the
pressure of the steam being generated must be equal even though it is desired
that the thermal power outputs be different. This might be accomplished by •
operating each reactor at a different temperature. That is, the average primary
coolant temperatures would be different. To do so will require a sophisticated
control strategy.

O

II



• Figure 1.1.3-1 Schematic Diagram of PWR-Type Multi-Modular Power Plant.
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Another factor relevant to the consideration of digital technologies for the operation of
multi-modular plants is the competitiveness of the U.S. nuclear industry in international
markets. European, Asian, and Canadian vendors are all incorporating sophisticated digital
designs in their products. The United States needs to do likewise or risk losing market
share. Q

1.3 MIT Program on Reactor Control

The MIT program on advanced instrumentation and reactor control originated in the
late 1970s under the direction of Professor David D. Lanning of the Nuclear Engineering •
Department. Studies at that time principally concerned the development of accurate, real-
time models of various plant components such as pressurizers, steam generators, and
condensers. The existence of accurate models is of course fundamental to the construction
of a controller. In 1980, Dr. John Deyst, Dr. John H. Hopps, and Dr. Asok Ray, who
were all from the Charles Stark Draper Laboratory (CSDL), initiated an experimental
program at the 5-MWt MIT Research Reactor (MITR-II) to demonstrate signal validation Q
and instrument fault detection. The 'parity space approach,' which was subsequently used
on both test and commercial reactors, was one result of this effort [12]. Once both
validated signals and real-time models were available, it became possible to consider
closed-loop digital controllers. A supervisory algorithm that precluded challenges to the
reactor's safety system was developed and demonstrate.xi on the MITR-II by Dr. John A. Q
Bernard in February 1983. Designated as the ' MIT-CSDL Non-Linear Digital Controller'
or NLDC, this methodology uses reaci_vk,:ycons_aints to determine if a change should be
made to the present control signal in order to avoid a power overshoot at some future time
[1,13-15]. The 'reactivity constraint approach' was licensed by the U.S. Nuclear
Regulatory Commission for general use on the MIT Research Reactor in April 1985 and
soon became the basis of an experimental protocol for the on-line testing of novel control I
strategies under conditions of closed-loop digital control [16]. Funding for the MIT control
program was provided by the National Science Foundation (Dr. Royal Rostenbach,
Division of Energy and Energetics) from 1984 to 1986. Other significant results achieved
with NSF Support included the design and implementation of a rule-based controller, an
on-line demonstration of control law reconfiguration, and the derivation by Professor Allan O
F. Henry of the alternate formulation of the dynamic period equation [17-20]. In July
1986, a project was initiated with Sandia National Laboratories (SNL) to develop control
strategies for reactor-powered spacecraft. One result of that effort was the derivation by
Dr. Bernard of the 'MIT-SNL Period-Generated Minimum Time Control Laws' which
are closed-form expressions that permit a reactor's neutronic power to be raised by many
orders of magnitude both without overshoot and within a few seconds [2,3,21-23]. With •
the support of Dr. Kwan S. Kwok and Mr. Paul T. Menadier of MIT and Mr. Frank V.
Thome and Mr. Francis J. Wyant of SNL, both these laws and the NLDC were
subsequently demonstrated experimentally on SNL's Annular Core Research Reactor [24-
26]. In September 1986, a project was begun under the sponsorship of the U.S.

Department of Energy to extend the reactivity constraint approach to large, spatially- •
dependent reactors. That work, which involved the development of'faster-than-real-time'
reactor models that use supernodal methods to describe the neutron flux behavior and fast
running thermal-hydraulic codes to characterize reactivity feedback effects, is the subject of
this report. In April 1988, a program was begun under the sponsorship of Sandia National
Laboratories to investigate use of the MIT-SNL laws for the rapid startup and control of
reactor-powered spacecraft [3]. That collaboration remains on-going and is now focused Q



on the operation of spacecraft reactors that use thermionics. Also, in 1988, joint research
was initiated with the Oak Ridge National Laboratory and the U.S. Department of Energy
concerning the closed-loop digital control of power and temperature in multi-modular

• reactors. The results of that effort are the subject of this report. A complete, yet concise,
summary of the MIT approach toward reactor control was given at the ANS/NIST
Conference 'Fifty Years with Nuclear Fission' in April 1989 [27] and in several other,
more recent publications [28,29].

1.4 R_.ti0nal_ for Experimental Research
O

A distinguishing and perhaps unique characteristic of the MIT program on reactor
control and also of the joint MIT-SNL research has been the performance of on-line
experiments. Whenever possible, each control concept has been evaluated experimentally
on either the 5-MWt Research Reactor (MITR-II) or the Pamular Core Research Reactor
(ACRR) that is operated by Sandia National Laboratories, or both. This was done in the

• firm conviction that true engineering progress can only be achieved through extensive
experimentation and prototypic demonstration. Simulation studies are, of course, of
importance. They serve to validate software, to provide initial evaluation of concepts, and
to evaluate techniques beyond the allowed range of operation of actual systems. However,
simulation is not a substitute for experiment Simulations are successful only insofar as the

• process being studied can be modeled. If something is not known or not fully understood,
it can not be simulated. Hence the need for well-designed and rigorously monitored
experiments. Moreover, by performing on-line tests, confidence is built in the approach.
It is unrealistic to expect either industry to adopt or regulators to accept advanced digital
technology without there first being a history of reliable operation at the prototype level.

• 1.5 Experimental Facilities

Experiments to support the research reported here were conducted on the 5-MWt
MIT Research Reactor (MITR-II). Accordingly, a brief description of that facility is given
in the following subsection. Also described is the Annular Core Research Reactor (ACRR)

• that is operated by Sandia National Laboratories. The ACRR has figured prominently in
several past MIT studies on reactor control concepts.

1.5.1 MIT Research Reactor (MITR-II)

The MITR-II is a 5-MWt, light-water cooled and moderated, heavy-water reflected,
• tank-type reactor that uses plate-type, uranium-aluminide fuel. The fuel is enriched to 93%

U-235. Energy is continuously removed by forced circulation of the primary coolant. The
maximum permitted operating temperature is 55 °C. Figures 1.5.1-1 and 1.5.1-2 are
isometric and vertical cross-section views respectively of the facility.

• The nuclear instrumentation used for the research described in this report consisted
of three neutron flux sensors and a gamma-ray sensor that correlated neutron power with
the radioactivity (N-16) of the primary coolant Ali four sensors were directly proportional
to the power over the range of interest. Measurements were also available of the coolant
flow, coolant temperature, and control mechanism position. Four independent
measurements of primary coolant flow were obtained from the pressure differences across

• orifices. Primary coolant temperatures were measured as follows: two sensors for the hot

II"
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leg, two sensors for the cold leg, and one sensor fo__"°•,,,_temperature difference between the
legs. In effect, three measurements were avaEable for the temperature difference. None of
the sensors that form the MITR-II's safety system were used for this research. Also, it

should be noted that the noise and statistical characteristics of the MITR-II's flow, @
temperature, and neutron flux instrumentation are similar to those in commercial reactors.

Coarse control of the power in the MITR-II is achieved by positioning a bank of six
shim blades. Once critical, the neutron flux is normally maintained constant by adjusting
the position of a fine-control regulating rod. Both the regulating rod and one of the shim
blades were made available to the experirnental program described in this report. Each is •
normally moved at a fixed speed of 4.25 inches per minute. However, for the research
reported here, each was specially equipped with a variable speed stepping motor so that the
rate of change of reactivity could be made to vary as specified by the control laws. The
minimum allowed periods on the MITR-II are 50-seconds steady and 30-seconds dynamic.
There is a negative coefficient of reactivity associated with the fuel, coolant, and reflector
temperatures. However, its magnitude is rather small, averaging -8.10 -5 AK/K/°C. The @
MITR-II's effective delayed neutron fraction and prompt neutron lifetime are 0.00786
AK/K and 100 microseconds respectively.

1.5.2 Annular Core Research Reactor (ACRR)
@

The ACRR is a modified TRIGA that uses UO2-BeO fuel elements, enriched to
35% U-235. Its annular-shaped core is formed by 236 of these elements arranged in a
hexagonal grid around the 23-cm diameter, dry, central irradiation cavity. The reactor
operates in either a steady-state or a pulsed mode. For steady-state operation, the
maximum allowed power level is 2 MWt. For pulsed operation, there is no restriction on
the power. Rather, there is a limit of 500 MJ total energy per pulse and one of 1800 °C on @
the fuel temperature.

The ACRR is controlled by two fuel-followed safety rods, three poison transient
rods, and six fuel-followed control rods. The transient rods, which are operated as a bank
and which are driven by variable speed stepping motors, were used for the conduct of the @
experiments. There is an exceptionally large negative coefficient of reactivity associated
with the fuel which is, in units of AK/KPC, given by the expression (-3.85 - 730/13" 10-5
where T is the temperature of the fuel in K. The ACRR' s effective delayed neutron fraction
and prompt neutron lifetime are 0.0073 AK/K and 24 microseconds respectively. Figure
1.5.2-1 is a vertical cutaway view showing the major components of the ACRR.

O

1.6 Experirncntal Protocol

The testing of novelcontrol strategies on the MIT Research Reactor is permitted if
the following protocol is observed. First, the heat removal and the reactor safety systems
are prepared for operation at full power, 5 MW. Second, the control strategy that is to be @
tested is permitted to raise or lower the power over some portion of the normal operating
range, usually 1-4 MW. Third, the decisions of the novel controller are reviewed by the
MIT-CSDL Non-Linear Digital Controller (NI./_) prior to their being implemented. The
NLDC is based on the 'reactivity constraint approach' [1]. The NLDC is programrned to
intervene if a decision made by the novel controller could result in the power exceeding
some fraction of the maximum allowed power, usually 4.5 MW. This arrangement @
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guarantees that the novel controller will not challenge the safety system while permitting it
to act as if it had full control. Hence, when examining the experimental results shown in
this report, it should be realized that the fact that power overshot the targeted value in some
cases is significant to the experiment, but never to the reactor which was at ali times O
operated conservatively.

lt was necessary to modify this protocol for use on the Annular Core Research
Reactor (ACRR). The limiting condition for the ACRR is not a specific power level but
rather the total energy produced during the transient. Accordingly, it was originally
thought necessary to develop an energy constraint which would assure that the reactor •
would be at or below its allowed steady-state operating power prior to the limit on
integrated power production being exceeded. Such a constraint was developed and used
for the initial experiments performed on the ACRR [2]. However, as confidence grew in
the technology and as experience was gained by the experimenters on the operation of the
ACRR, it was realized that an energy constraint was not necessary. The final protocol •l
adopted for ACRR control experiments contained three provisions. First, limits were
imposed through software on the allowed power, net energy production, fuel temperature,
startup rate, and stepper motor drive frequency. Second, hard-wired circuits were
employed to preclude conditions such as overspeed of the stepper motors. Third, the
ACRR' s safety system was maintained as a separate entity.

1.7 Definitions of Neutronic and Thermal Power

Both the terms 'neutronic power' and 'thermal power' are used in this report. The
former is defined here as the instantaneous core power associated with the fission reaction
rate within the core. The latter is the rate at which energy is removed from the primary
system by the steam generators. The two are equal only under equilibrium conditions. •
During transients, the effects of plant heat capacity and transport lags will cause the two to
differ.

e
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2. Scope of this Report

This reportcovers the scientific and engineering progress achieved as a result of the
DOE-supported MIT project "Studies of the Closed-Loop Digital Control of Multi-Modular

Q Reactors." The period covered is 1 October 1988 - 30 June 1992. This report builds on
several earlier ones. These were "Fault-Tolerant Systems Approach Toward Closed-Loop
Digital Control of Nuclear Power Reactors" that was prepared by MIT for the National
Science Foundation, "Formulation and Experimental Evaluation of Closed-Form Control
Laws for the Rapid Maneuvering of Reactor Neutronic Power" that was prepared for the

• Sandia National Laboratories and the U.S. Department of Energy, "Startup and Control of
Nuclear Reactors Characterized by Space Independent Kinetics" that was prepared for the
Sandia National Laboratories and the U.S. Air Force, and "Closed-Loop Digital Control of
Nuclear Reactors Characterized by Spatial Dynamics" that was prepared for the U.S.
Department of Energy [1-4].

• lt is intended that this report on the control of multi-modular reactors be a self-
contained entity. Accordingly, material developed in earlier MIT research programs that is
relevant to the understanding of the results presented in this report has been summarized as
a courtesy to the reader. This includes an overview of the MIT-SNL approach to reactor
control as well as the theoretical basis for both the reactivity constraint approach and the
MIT-SNL Period-Generated Minimum Time Control Laws. Certain other relevant material

• has, for reasons of space, been omitted. For example, those desiring information on the
control of reactors characterized by spatial dynamics should refer to the earlier reports.
Much of the work that forms the basis of this report was performed as student thesis
research. Summarized in Chapters Four through Ten are the principal methods and
conclusions of those efforts. Readers who are especially interested in a particular topic

• should refer to the individual thesis. These are listed in Table 2-1.

Chapter Three of this report provides the aforementioned review of results from
previous MIT research on reactor control. Those already familiar with that material may
wish to skim it or else omit it altogether. Each of the chapters that follows concerns a
specific aspect of the operation of a multi-nxxtular reactor. Chapter Four describes the

• design, implementation, and initial testing of a multiple-computer/single task system for the
closed-loop, digital control of a reactor. This system was used for some of the
experimental work reported in subsequent chapters. Chapter Five reports the development
and experimental evaluation of a method for performing automated reactor startups with on-
line determination of the initial degree of subcriticality. Chapter Six is a comparative study

• of various co ,trol methods for the trajectory-tracking of reactor neutronic power. Chapter
Seven repo_ the development and numerical testing of simulation program for a PWR-
type multi-modular plant. Chapter Eight addresses the issue of steam generator level
control with emphasis on the design of model-based compensators for shrink and swell
effects. Chapter Nine describes the design and assessment of strategies for the adjustment
of power and temperature in a multi-modular plant. This chapter' s focus is operation with

• unbalanced loads. Chapter Ten explores another area, the challenges involved in the
development of real-time intelligent support tools for reactor operators. The report
concludes with a discussion of research needed for the further application of digital
technology to the control of multi-modular plants.

O
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Table 2-_.I

MIT Thesis Research on the Closed-Loop Digital Control of M01ti-M0d_l_,rReactors
O

1. Lau, S. H., "Experimental Evaluation of TrNectory Tracking Meth0d01o_diesfor
Control of React0r Power," NE Thesis, Deptartment of Nuclear Engineering,

Massachusetts Institute of Technology, Cambridge, MA, Feb. 1991. •

2. Kim, K. K., "Design and Simulation of a Digital Control System for a PWR-Type
Multi-Modular Power Plant," Ph.D. Thesis, Deptartment of Nuclear Engineering,
Massachusetts Institute of Technology, Cambridge, MA, Aug. 1992.

3. Kwok, K. S., "Automated Startup of Nu_lear Reactors: Reactivity E_timati0n.,
Computer System Development, and Expc_rim¢nt_ll Evaluation,," Ph.D. Thesis,
Deptartment of Nuclear Engineering, Massachusetts Institute of Technology,
Cambridge, MA, June 1991.

4. Waltrip, M. K., "Multi-Modular Nuclear Reactor Plant Simulation and Control,"
M.S. Thesis, Deptartment of Nuclear Engineering, Massachusetts Institute of 6
Technology, Cambridge, MA, Nov. 1988.
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3. Methodology liar the Closed-Loop Digital Control of Nuclear Reactors

This chapter summarizes the results of previous MIT research concerning the
• closed-loop digital control of reactor neutronic power. Included is an overview of the MIT

philosophy regarding the design of controllers for nuclear reactors, a discussion of reactor
dynamics, use of the dynamic period equation as a reactor model, and the theoreticalbasis
of both the reactivity constraint approach and the MIT-SNL Period-Generated Minimum
Time Control Laws. For those not familiar with the MIT program on reactor control, the
'reactivity constraint approach' is the supervisory technique developed at MIT in the early

Q 1980s to preclude challenges to the safety system as fiae result of an automatic control
action. Its implementing algorithm is the MIT-CSDL Non-Linear Digital Controller.
CSDL stands for 'Charles Stark Draper laboratory' which, together with the National
Science Foundation, funded that aspect of the MIT program. The MIT-SNL laws are the
trajectory ,'racking technique developed jointly by MIT and Sandia National Laboratories

• (SNL) in 1986. The material presented here is drawn from previous MIT reports on
reactor control [1-3], from the paper "Progress Toward a Generic Methodology for the
Closed-Loop Digital Control of Nuclear Reactor Power" that was presented at the
ANS/NIST Conference 'Fifty Years with Nuclear Fission' [27], and from the paper
"Considerations in the Design and Implementation of Control Laws for the Digital
Operation of Research Reactors" [28].

O

3.1 Controller Structure

Figure 3.1-1 shows current MIT thinking concerning the structure of a controller
for the automated operation of a nuclear reactor. Major features of this controller are:

O
- A separate safety system.

- A means for signal validation and instrument fault detection.

- A supervisory algorithm that precludes challenges to the safety system.

- A set of predictive control laws.
®

- A reconfiguration logic to select the most appropriate law.

- A means for the verification of signal implementation.

- A module for automated reasoning.

- A man-machine interface.
O

Of special significance is the hierarchical structure of this controller. The actions of the
predictive control law chosen by the reconfiguration logic are reviewed by the supervisory
algorithm so as to ensure the absence of a challenge to the safety system. This 'defense-in-
depth' approach is desired even though the safety system is an independent entity. Note

• that, in accordance with this hierarchical structure, there are four distinct clo_,,edpathways
or loops within this diagram. The ftrst is the safety system which operates independently
of the other loops. The second is the supervisory logic which consists of sensors, the
signal validation and fault detection routine, the supervisory algorithm, and a comparator
that results in a supervisory override should the potential exist for a challenge to the safety
system. The third loop generates the actual control signal. Its components include

• sensors, the signal validation and fault detection routine, and modules for automated
reasoning and state identification. These modules permit determination of the reactor's
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status. That information together with operational objectives is then provided to a
reconfiguration logic which selects the control law. Prior to implementation, the decision
of the control law is sent to the comparator for determination that it will not create a

• challenge to the safety system. The fourth of the loops shown in the diagram functions as a
check on the overall operation of the controller, lt serves to verify that the previously
generated control signal was in fact implemented and that it did have its intended effect.
The following specific features of the controller are of significance:

Separation of _afety and control _y_I_ms: The nuclear safety system is separate from the
Q closed-loop controller. The word 'separate' is defined as meaning that the output of an

instrument used in the safety system must not be influenced by interaction with the control
system. Thus, if an instrument is common to both systems, its signal must be passed
through an isolation device, such as an optical transformer, to preclude any possibility of
feedback from the control system. The purpose of keeping the two systems separate is to
ensure that the capability of the safety system to perform its intended function wiU never beO
compromised.

Signal validation and instrument fault detection" Ali sensor information is processed byv

signal validation and fault detection routines. There are several methods for accomplishing
this. The simplest is to verify that each reading is within the range expected for a given

• plant condition. A more sophisticated approach is to identify the largest consistent subset
of signals and to reject any that is not a member of that set. A further refinement is to
incorporate a real-time system model that generates an analytic value for the measured
parameter. Sensor readings are then checked for consistency both with each other and with
the calculated value. This latter method has been demonstrated at MIT as part of a
numerical technique known as the 'parity space approach' [12]. In addition to validating

O sensor readings, this methodology performs instrument fault checks in which the weighting
factor for each sensor is adjusted in proportion to the frequency with which its readings are
judged to be valid. Thus, reliance on a failing sensor is gradually reduced, thereby
assuring a 'btmapless' transition when complete failure actually occurs.

• Figure 3.1-2 illustrates the importance of using validated signals. Shown is a strip
chart recording of the logarithm of two power signals obtained during a power increase of
three orders of magnitude that was accomplished on SNL's Annular Core Research Reactor
(ACRR using the Standard MIT-SNL Period-Generated Minimum Time Control Law. The
specified period was 1.0 s. Power was increased from 0.57 kW to 500 kW in 6.73 s.
Initially, the sensor on the fight was on-scale while that on the left was off-scale low with

• the reactor power at 500 W. As the power increased, the sensor on the fight saturated and
failed while that on the left became functional. The software was programmed to recognize
this. As a result, the power increase was completed properly. Had some means of signal
validation not been available, the controller would have withdrawn the ACRR's transient
rod bank continuously in a vain effort to raise the power as seen by the saturated sensor.

O
Supervisory_ algorithm, reconfiguration logic, and predictive control laws: The controller
contains a supervisory algorithm, a number of selectable control laws, and a
reconfiguration logic. The supervisory algorithm establishes the limiting conditions within
which control will always be feasible and thereby guarantees that there will not be a
challenge to the safety system as the result of any automatic control action, lt does this by

• requiting a change in the present value of the control signal if conditions are such that an
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overshoot could occur at some future time. Among the selectable control laws are ones
suited for each operational mode. The MIT-SNL minimum time control laws, which were
developed for the trajectory control of reactor neutronic power, would be one option within

• this group of control laws. Others might include a rule-based controller and the
conventional proportional-integral-derivative approach. The reconfiguration logic selects
the law that is most applicable to the current plant condition [18]. The decision of the
selected control law and that of the supervisory algorithm are then compared and the more
conservative is implemented. This approach has the advantage that it can combine a
general-purpose, supervisory algorithm that precludes challenges to the safety system with

• a plant-specific predictive control law. Detailed discussions of both the supervisory
algorithm and the MIT-SNL minimum time control laws are given in Sections 3.3.3 and
3.3.4 of this chapter and in subsequent chapters of this report.

Command validation: The implementation of the control signal should be verified because
there could be a failure in either the computer interface or in the actuators. Verification

• should be performed in the broadest possible manner. For example, if the controller's
decision was to reduce the reactivity, then it should be determined both that a control device
was inserted and that the period did actually lengthen.

Automate_l reasoning: The purpose of the automated reasoning module is to replicate those
• functions that would normally be performed by a human operator. Studies of the process

by which humans exercise control suggest that four tasks are involved [30-34]. These are
planning, prediction, implementation, and assessment. Planning involves determining both
the desired plant state and the most efficient means of achieving that state _ven the overall
operational objectives and the confines of engineering limitations. The planning process is
therefore basically a search procedure in which operational goals are matched against

• available options. Moreover, the search space is essentially closed. That is, the number of
possible options is finite. ExPert systems technology is now being used to assist the
managers of terrestrial reactors with such planning functions as preparation of work orders,
verification of technical specification compliance, and the determination of rod withdrawal
sequences in boiling water reactors [35]. lt is therefore anticipated that this technology

• could be incorporated in an autonomous controller to perform the planning function.
Prediction, which is the second of the four control subtasks, entails formulating projections
of the effect that any of the available control options will have on the plant's behavior. For
a control system to perform the prediction subtask autonomously, accurate numerical
models of the plant will be required. The third subtask, implementation, is generally
already automated and is therefore not discussed here. The last of the four control subtasks

• is assessment. This is perhaps the most difficult because it involves first distinguishing
abnormal from normal behavior and then, if the former is present, diagnosing it as to
cause. The automated performance of the assessment subtask will probably require the use
of several different approaches. For example, numerical models could be used to establish
normal system behavior and pattern recognition techniques might serve to identify

lip abnormalities. Also, real-time analysis is now being attempted with expert systems. For
example, within the nuclear industry, several very successful systems are being used for
turbine generator diagnostics [36-37]. However, this success may not be typical. The
problem is that, unlike the planning subtask, the field of search is extremely large and ali
possible rules may not be identified. The potential for utilizing expert systems for
diagnostics has been previously discussed [5,38].

O
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Figure 3.1-3 illustrates the importance of automated diagnostics. Shown are the
reactivity and power profiles from a run in which the ACRR's neutronic power was raised
from 3 kW to 3 MW, three orders of magnitude, on a period of 1.0 s. Reactivity was

estimated using the parity space approach with inverse kinetics being the default in the O_
event of indecision. Note that power is shown on a logarithmic scale. The transient was
completed in the allotted time of 6.7 s with essentially no overshoot. The slope of the
power profile is straight indicating that power was indeed rising on the specified period of
1.0 s. Upon attaining the desired power level, 3 MW, the power was held at that value.
Of special significance is that at about 24 s, one of the ACRR's three transient rods was
deliberately dropped back into the core. This caused a reactivity insertion of -400 miUibeta. •
The controller was not 'told' of this perturbation. Yet, excepting only a minor downward
blip in the power trace, it held the power constant at 3 MW. Specifically, the remaining
two rods were withdrawn to provide the necessary compensation. The above action
occurred during a carefully monitored experiment and was most impressive. However,
suppose that the controller acted in the same manner for a situation in which the loss of
reactivity was only temporary. Should that reactivity return after the controller had •
provided compensation, a serious power excursion might occur. Hence, the challenge to
the designers of autonomous controllers for safety-constrained systems is not merely to
devise a control law that can compensate for perturbations but also to identify the cause of
ali such perturbations.

O
M_n-M_hine Interfoce: User acceptance of a digital controller may well depend on
whether or not the man-machine interface is designed to support human cognitive needs.
In this respect, the display should reinforce both the operator's understanding of the plant
and his or her mental approach to the analysis of plant behavior. Displays that show trends
and predictions satisfy the f'trst of these two criteria because such information will assist
operators in anticipating plant response. As for the second criteria, graphics should be •
emphasized so that an operator need only look at a display to comprehend it. This
approach aUows experienced operators to continue using their pattern recognition skills. In
contrast, were text to be displayed, an operator would have to switch to a deductive mode
of reasoning in order to make sense of the information. A discussion of factors bearing on
the design of a man-machine interface is given in Chapter 11 of a previous report [4] and •
elsewhere [28].

3.2 Overview of Reactor Dynamics

A reactor's multiplication factor i_ defined as the ratio of the neutrons produced
from fission to those lost by either leakage or absorption. The reactor is subcritical, •
critical, or supercritical depending on whether the multiplication factor is less than, equal
to, or greater than unity. The quantity most fundamental to the control of power in a
nuclear reactor is the reactivity, lt is defined as the fractional departure of the multiplication
factor from unity. A reactivity of zero therefore corresponds to the critical condition.

Adjustments of power in reactors described by space-independent kinetics are generally •
accomplished by positioning neutron-absorbing control rods or rotating drums so as to
temporarily alter the neutron multiplication rate. If a power increase is desired, a control
rod would be withdrawn (or a drum rotated) so as to insert positive reactivity and thereby
piace the reactor on a period. _: Period is defined as the power level divided by the
rate of change of power. Thus, a period of infinity corresponds to steady-state, while one
equal to a small positive number indicates a rapid power increase.) Having established a •
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period, the power is allowed to rise. Once the power level approaches the desired value,
the control device is gradually returned to its original position in order to reduce the
reactivity to zero and to level the power without overshoot. Reactor operation is
characterized by several reactivity feedback mechanisms. One of the most important is that @
a rise in fuel temperature will result in the increased absorption of neutrons in reactions that
do not lead to fission. Known as the 'Doppler' effect, this is an inherent safety feature that
limits the potential for an accident. Specifically, an increase in the reactor power will cause
the fuel temperature to rise which will in mm decrease the number of neutrons available to
sustain the fission chain reaction. The net result is a negative reactivity insertion followed
by either a lessening of the rate of rise of power or, for some reactors, an actual power @
decrease.

3.2.1 Mo.n_al Operation

Licensed MITR and ACRR operators rely on their understanding of reactor
dynamics and their past experience to perform power changes. This requires considerable I
skill because reactor dynamics are governed by non-linear relations. In particular, the
reactor period and hence the rate of change of power depend on both the rate of change of
reactivity and on the net reactivity present. Also, the rate at which reactivity can be
removed under normal control conditions is a function of the insertion speed of the control
rods and therefore finite. This means that merely halting rod withdrawal, or in some @
situations even reversing the direction of rod motion, may not immediately stop a power
increase. Some degree of preplanning is necessary in order to level the power at the
desired value without overshoot. Additional complications are that reactivity is not directly
measurable, that the differential reactivity worths of the control rods are usually non-linear
functions of position, that the reactivity is altered by thermal feedback effects resulting from
power changes, and that the relation between power and period is exponential, not linear. @

3.2.2 Closed-Loot) Ot_ration

A control algorithm should fulfill two major functions. First, it should specify the
desired plant trajectory and, if the actual state of the plant differs from the specified one, Q
generate a feedback signal that reduces the error. Second, it should both define the
envelope of conditions under which it will be possible to halt the transient and preclude
operation beyond that envelope. These two functions are referred to here as 'predictive'
and 'supervisory' respectively. Supervisory control is generally only required if, as is the
case with a nuclear reactor, a system exhibits either non-linear or time-delayed behavior. In
order to appreciate the nature of this problem, it is useful to consider further the dynamics @
of a nuclear reactor. Figure 3.2.2-1 is a simplified schematic of the fission process.
Relative to reactor control, the most significant feature is that there are three parallel but
separate mechanisms for the production of neutrons. Prompt neutrons appear directly
following the fission event and have lifetimes that are quite short. A typical value is 100
microseconds. (Note: Neutron lifetime is considered here to be the time required for the
neutron to appear, thermalize, and be reabsorbed.) Delayed neutrons are produced @
following the decay by beta particle emission of certain fission products. Those fission
products that undergo this process are referred to as 'precursors.' The delay in the
appearance of a delayed neutron relative to the fission event is the result of the precursor
half-life. There are six recognized groups of precursors with half-lives ranging from 0.23
to 55 seconds. The average value is 12.2 seconds. The third mechanism for neutron @
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production is the interaction of fission product gamma rays with certain moderating
materials, most notably heavy water and beryllium. The appearance of photoneutrons is
delayed relative to the fission event because of the time required for the fission products to
undergo radioactive decay and emit the needed gamma rays. Prompt, delayed, and O_
photoneutrons are ali produced at high energies. In order to sustain the fission reaction,
these neutrons must be slowed down or thermalized. This is accomplished by designing
the re_'*or so that the neutrons will collide with the nuclei of a moderating material, thereby
giving up much of their kinetic energy. N(_N_.Q._:Photoneutrons may be represented
mathematically in the same way as delayed neutrons. Hence, the term 'delayed' is
subsequently used in this report to refer to both neutrons resulting from precursor decay •
and photoneutrons.)

The importance of delayed neutrons to reactor safety is well recognized. They
lengthen the average neutron lifetime so that changes in a reactor's dynamic behavior will
occur over intervals that are long relative to human response times. The significance of
delayed neutrons to reactor control is less well understood and is therefore discussed here Q
at some length. A problem originates in that the respective appearances of prompt and
delayed neutrons following fission occur on very different time scales. As a result, at any
given moment, the prompt neutron population will be proportional to the current power
level while the delayed neutron population will be a function of the previous power levels.
This difference has no significance during extended steady-state operation because the •
previous and current power levels are the same. However, such will not be the case during
transient operation. Specifically, because of the interval that elapses between the creation
of precursors and the appearance of delayed neutrons, the delayed neutron population will
not be in direct proportion to the transient power. This non-equilibrium condition of the
delayed neutrons has several implications. First, during power increases, the contribution
of the delayed neutrons will always be less than it would be at equilibrium and the Q
contribution of the prompt neutrons will therefore be correspondingly greater. Similarly,
during power decreases, the delayed neutron population will be greater than its equilibrium
value. Second, upon attaining the desired power level, the rate of increase of the delayed
neutrons, unlike that of their prompt counterparts, can not be immediately halted. Rather,
the delayed neutron population will continue to rise until it attains equilibrium with the •
precursor population that corresponds to the reactor's power level. Hence, if power
overshoots are to be averted, it is essential to limit the delayed neutron contribution so that,
upon attainment of the desired power, the insertion of the control mechanism will make the
rate of change of the prompt neutrons sufficiently negative so as to offset the continued
increase in the delayed neutrons. Assuming that these two rates can be balanced, the
reactor period can be made infinite and the power kept constant while equilibrium of the t
neutron populations at steady-state is achieved. Physically, this condition of balance can be
readily achieved because the prompt and delayed neutron populations are proportional to
the rate of reactivity change and to the net reactivity respectively. Figure 3.2.2-2 illustrates
the process. Shown is a transient obtained from the MIT Research Reactor. Initially, there
is positive reactivity present, the reactor is on a positive period, and the power is rising. At •
approximately 95 seconds, the operator was told to halt the transient. The control
mechanism is driven in causing the reactivity to decrease and the period to lengthen. There
is a change in the slope of the power curve, but the power continues to rise. Delayed
neutrons are appearing at a faster rate than the prompt ones are being cut back. The power
does momentarily level off at 112 seconds. This occurs when the positive reactivity (i.e.,
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the rising delayed neutron contribution) is balanced by the negative rate of change of
reactivity (i.e., the decreasing prompt neutron contribution). The ability to identify and
maintain this balance between reactivity and its rate of change is central to the control of
reactor power. Controllers exhibiting this capability are designated as incorporating the •
property of 'feasibility of control' [1,19]. Subsequent to the 112 second mark, the
reactivity decrease was continued. The period becomes negative and the power decreases,
eventually being leveled at the desired value.

The above understanding of reactor dynamics explains the need for supervisory
control in a nuclear reactor. Mere prediction of the anticipated power trajectory is not •
enough. The envelope of conditions under which a transient can be halted must also be
continuously defined.

3.3 Controller Design

O_
The MIT approach to the design of a controller for reactor power has been guided

by two premises. The first is that reactor dynamics are non-linear and that reactor
controllers should therefore be designed on a non-linear basis. The second is that
theoretical advances in controller design should be verified through experiment. Both of
these premises are evident in the discussion that follows.

Q
3.3.1 Non-Linear Reactor Model

The basis of most reactor control methodologies is the space-independent kinetics
equations. One approach to controller design would be to linearize those equations about
an intended operating point and then write the resulting relations in state-space form. This
is an appealing option because it would facilitate the application of the many excellent •
design techniques that have been developed for the control of linear systems. However,
were this option to be exercised, much would be lost. Figure 3.3.1-1 is from a simulation
study in which power profiles obtained using linearized and non-linear models were
compared. The transient shown was rather mild, involving a ramp reactivity addition of
100 mbeta over 20 seconds, Yet the error in the linearized system's response was •
substantial.

The MIT approach to model development is to combine the space-independent
kinetics equations through a process of differentiation and substitution to obtain the
dynamic period equation [2,19,39]. This relation, which can be written in either a standard
or an alternate form, gives the instantaneous reactor period as a function of the rate of •
change of reactivity, the reactivity, and the rate of redistribution of the delayed neutron
precursors. The alternate version is:

- , ¢_b(t) '
13- p(t) + l [_-_ + 0_(t) + _,e(t)] •

x(t) = (3.3.1-1)! !

p(t) + _,e(t)p(t) + _i (ki- ke(t))

Q
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where the alternate, effective, multi-group decay parameter is defined as:

Xe(t) ---,___X,Ci(t)/_',X, iCi(t) for i= 1, N (3.3.1-2) @

and where other symbols are defined as:

x(t) is the instantaneous or dynamic reactor period, @
is the effective delayed neutron fraction,

p(t) is the net reactivity,

l* is the prompt neutron lifetime,

cb(t) is the rate of change of the inverse of the dynamic reactor period, II

c0(t) is the inverse of the dynamic reactor period,

iS(t) is the rate of change of the net reactivity,

13i is the effective fractional yield of the ith group of delayed neutrons, @

2Vi is the decay constant of the ith precursor group,

q(t) is the concentration of the ith precursor group normalized to the initial
power, and

N is the number of groups of delayed neutrons, including photoneutrons. @

The standard version of the dynamic period equation is:
t

[3--i t) +/,[d_(t) _e(t)] @
_-_ + c0(t) + £e(t) - _e (t)

x(t) = (3.3.1-3)

p(t) + X,e(t)p(t) + _e(t----_)(_-p(t))
_e(t)

O
where the standard, effective decay parameter is defined as:

X,e(t) = _.Ci(t)/__,Ci(t) for i=l, N (3.3.1-4)

and the quantity _,o(t) is the rate of change of the standard, effective, multi-group decay @
parameter. Other s"ymbolsare as previously defined.

Derivations of the standard and alternate dynamic period equations both with and
without source terms are given in previous reports [2,3]. Relative to these equations, it is

worth noting that the well-known inhour relation is a special case of the dynamic period @
equation [40].



- 29-
O

Advantages to the use of the dynamic period equation are that it preserves the non-
linear aspects of a reactor's r',,namics, it is an exact relation that is rigorous even for space-
dependent kinetics, it appli, _ to ali reactor operating regimes, and it explicitly shows each
of the physical processes that can affect the instantaneous reactor period. The dynamic

• peri,_xlequation is not without its limitations, lt is a form of space-independent kinetics and
hence its use is restricted to transients for which the shape of the neutronic flux remains
unchanged. Also, for space-dependent kinetics, the reactivity must be defined and
measured so as to account for changes in the shape of the neutron distribution.

• Relative to the theory of process control, the use of a single relation, such as the
dynamic period equation, to describe a system's behavior is a significant departure from
current practice which is to model an nth order system as a set of n first-order differential
equations. This is referred to as a 'state-space' representation. Its advantage is that the
internal dynamics of the system become accessible. Thus, instead of feeding back merely
the output of the process, each system parameter can be assigned a feedback coefficient.

• Hence, for an nth order system, n degrees of freedom are introduced. This provides the
control engineer with enormous flexibility. In particular, by the judicious choice of the
gain coefficients associated with each of the system parameters, the shape of the system's
response as well as its stability can be specified. Disadvantages to the state-space approach
are that it is restricted to linear systems and that physical understanding of the process

• dynamics is often lost. Use of the dynamic period equation avoids these drawbacks and,
as is shown in the discussion of time-optimal control, also provides a means for shaping
system response.

3.3.2 Selection of the Actuator Signal

• The control laws described in this report are formulated in terms of the rate of
change of reactivity. This means that the signal sent to the actuator is the speed at which
the control device should be moved. Th'_schoice contrasts with the traditional approach to
the design of controllers for nuclear reactors which is to specify a control action in terms of
the magnitude of the reactivity. Use of this latter practice means that the signal sent to the
actuator is the desired position of the control device. There are a number of reasons for

• selecting the rate of change of reactivity as the actuator signal. First, specification of the
appropriate rate of reactivity change means that both the direction and speed of the control
device are uniquely determined. In contrast, if only the reactivity were specified, then the
desired f'mal position of the control device would be known but the speed at which the
device should be moved to attain that position would be undetermined. Second, as is

• evident from the dynamic period equation, the response of a reactor depends on both the
magnitude and the rate of change of the reactivity. Failure to allow for the latter means that
sudden variations will occur in the rate at which power is being raised whenever rod
motion is started or stopped. Third, a major requirement in the design of controllers for
safety-constrained processes such as nuclear reactors is that it be possible to alter the
control signal on demand and thereby have an immediate effect on the process in question.

• Reactivity does not fulfill this requirement because it is a function of the distance that a
control rod has been moved beyond the critical position and adjustments in a device's
position can only be made over a f'mite interval. In contrast, the rate of change of reactivity
can be immediately altered by merely initiating movement of a control device. Moreover, a
wide range of rates of change is achievable through the use of variable speed stepper

• motors. Fourth, the rate of change of reactivity corresponds to the effect of a changing

II- IIq III
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prompt neutron population while the reactivity itself reflects other effects including
changing delayed neutron precursor populations and changing distributions of delayed
neutron precursors within the defined groups. Precursor populations are a function of the
power history and therefore can not be altered on demand. In contrast, the prompt neutron •
population is essentially a function of only the current power level and is therefore
immediately controllable. Hence, if an immediate change is required in a reactor period, an
'adjustment should be made in the rate of change of reactivity rather than in the reactivity
itself.

3.3.3 Supervisory Control •

The traditional function of a control algorithm is to specify the desired plant
trajectory and, if the actual state of the plant differs from the specified one, generate a
feedback signal that reduces the error. For safety constrained systems, the control
algorithm should also both define the envelope of conditions under which it will be •
possible to halt the transient and preclude operation beyond that envelope. The need for
supervisory control is often unrecognized because it is generally only required if, as is the
case with a nuclear reactor, a system exhibits either non-linear or time-delayed behavior.

Data from a power increase that was intentionally performed on the MITR-II to
illustrate the need for supervisory control was shown in Figure 3.2.2-2. The data shows •
that there are only certain combinations of reactivity and rate of change of reactivity for
which it will be possible to halt a transient. The capability to identify and maintain a
balance between these two quantities is the basis of the reactivity constraint approach which
is the supervisory control methodology developed at MIT and successfully implemented on

both the MITR-II and the ACRR. •

3.3.3.1 F¢_sibility of Control

On a formal basis, a reactor together with a specified control mechanism is defined
here as constituting a system that is 'feasible to control' if the system can be transferred
from a given power level and rate of change of power (i.e., period) to a desired steady-state •
power le,. :._1without overshoot (or conversely, undershoot) beyond specified tolerance
bands, if any. This concept has two important attributes. First, it applies to a reactor and
to the specific control mechanism designated for use in accomplishing a given transient.
Second, not ali states (combinations of reactivity and available rate of change of reactivity)
are 'allowable intermediates through which the system may pass while transiting from some
initial to some final power. Excluded are both those states that represent actual overshoots Q
and those from which overshoots could not be averted by manipulation of the specified
control mechanism. _: lt should be recognized that the concept of feasibility of control
is distinct from the more general property of 'controllability' which has a specialized
meaning in that a system is said to be controllable if "any initial state can be transferred to
any final state in a finite time by some control sequence." This definition does not piace •
any restrictions on intermediate states.)

3.3.3.2 Rc,activity Constraint Approach

The objective of the reactivity constraint approach is to provide a means for the
closed-loop digital control of a reactor's neutronic power during transients so that there will •
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not be a challenge to the reactor's safety system. Currently, the technique has been
implemented for situations in which the prompt-jump approximation is valid. Under this
condition, the standard dynamic period equation becomes:

O

x(t) = _-p(t) . (3.3.3.2-1)

_.¢(t)
_)(t)+ _.e(t)p(t)+ (_-p(t))

_e(t)
0

The avoidance of safety system challenges can be achieved if it is possible to make
the instantaneous reactor period infinite upon attainment of the desired power level. This
goal can be realized if the net reactivity is constrained so that:

@ [_e(t)p(t) + (_e(t)/Xe(t))(_-O(t))+ I_f(t)] <_cl (3.3.3.2-2)

where the term p(t) is the net reactivity, both that added deliberately by the control
mechanisms and that present indirectly from feedback effects. The quantity I)f denotes
the rate of change of reactivity due to thermal-hydraulic feedback effects, and th_ symbol

@ I/_eIdenotes the maximum available rate of chan_e, of reactivity that could be obtained were
control mechanism to be moved. As such,/.pc[ is always a non-zero finite number

regardless of whether or not the mechanism _s actually being moved. If the above
inequality is observed, then upon the insertion of the control devices, the quantity t_ will
be negative and the sum of the terms in the denominator of the standard dynamic l rioa
equation will be zero. As a result, the reactor period will be driven to infinity. Equation

• (3.3.3.2-2) is basically a statement that delayed neutron effects, which are not subject to
direct control, must be restricted to that which can be offset by an induced change in the
prompt population.

For reasons that have been previously discussed [1], it is preferable from a control
@ viewpoint to rewrite equation (3.3.3.2-2) as:

[_e(t)P (t)] < Ipol (3.3.3.2-3)

Equation (3.3.3.2-3) is an 'absolute reactivity constraint.' If observed, it will be possible
@ to level the reactor power at any time during a t_. nsient by reversing the direction of

movement of the control devices. The quantity. (_l_cl_,e(t)).,., is therefore said' to be the
amount of reactivity for which control _s 'continuously feasible.' A less stringent
constraint can be written that specifies that there should be sufficient time available to
eliminate whatever reactivity is present beyond the amount that can be immediately negated
by reversal of the direction of motion of the designated control mechanism before the

@ desired power level is attained. This requirement, a 'sufficient reactivity constraint' can be
written for power increases as:

to (t)" IPJ'0_e(t)]/ll_J < x(t)ln(PF/P(t)) (3.3.3.2-4)

O
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where PF and P(t) are the desired and current power levels, respectively, and x(t) is either
the observed (instantaneous) reactor period or the asymptotic period that corresponds to the
net reactivity, whichever results in a more conservative decision. The quantity on the left
of equation (3.3.3.2-4) is the time that will be required to reduce the net reactivity to the
amount that can be offset by continuous insertion of the control mechanism, lt is Q
designated as the 'required time.' The quantity on the right is a measure of the time
remaining to attain the specified power, lt is designated as the 'available time.' If the
inequality represented by the constraint is satisfied, then control mechanism movement as
specified by an associated control law is permitted. If the constraint is not satisfied, then
the control device is inserted. A major advantage of the reactivity constraint approach is Q
that it determines if a change should be made to the present control signal in order to avoid
an overshoot at some future time. Moreover, it does this without the use of predictive
models.

Reactivity constraints may also be derived from the alternate dynamic period
equation. These are of the form: D

t_L'e(t)p(t)l < lpci (3.3.3.2-5)

tp(t)- IPc [/'L'e(t)l/]l_c 1< x(t)ln(Pp/P(t)) (3.3.3.2-6) Q

where ali symbols are as previously defined except that _e (t) is the alternate, effective,
multi-group decay parameter. Unlike the MIT-SNL minimum time laws, the standard and
alternate forms of the reactivity constraints are mathematically different. For example,
using the alternate approach, the amount of reactivity for which control is 'continuously

feasible' is given by the relation _Pi ]/_'e). Because of the different definitions of •the multi-group decay parameters, _ quantity is not the same as when calculated using
the standard version. In fact, it differs by roughly a factor of five. (Note: Refer
to equations (3.3.1-2) and (3.3.1-4) for the definitions of the multi-group decay
parameters.) This point is often a source of confusion. Why should the amount of
reactivity for which control is feasible depend on whether it is calculated using the standard Q
or the alternate form of the dynamic period equation? The reason is that both the quantifies

]/X <0>and<IP (t))are approximations and that the approximation obtained from
the alternate equation is the more conservative. The selection of a stand,'u'd or an alternate
constraint is, as discussed in [1,20], a matter of the user's preference.

3.3.3.3 I)emonstr_tion of the R_ctivity Constraint Approach Q

Figure 3.3.3.3-1 shows a power increase of a decade, 15.2 kW to 170 kW,
conducted on SNL's Annular Core Research Reactor (ACRR) using the alternate sufficient
constraint as given by equation (3.3.3.2-6). The control device was the ACRR's transient
rod bank which provided an available rate of reactivity change of 320 mbeta/second. The •
control law consisted of a directive to withdraw the transient rod bank continuously. This
poor control law was deliberately chosen so as to ensure testing of the constraint. Shown
in the upper portion of the figure are the power and reactivity profiles. Shown in the lower
portion are the required available times. The transient was completed without overshoot in
about 4 seconds. The dynamic effect of the rod bank's insertion permitted power to be
leveled despite the presence of 434 mbeta of positive reactivity. Specifically, the quantity •
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Figure 3.3.3.3-1 Power Increase from 15.2 kW to 170 kW on the Annular Core Research
Reactor Using the Alternate Reactivity Constraint Approach.
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(lpci/) was (320/.75) or 427 mbeta which, within the limit of the experiment's
accuracy, negated the positive reactivity that was present.

The role of the available and required times warrants examination. At the outset of •
the transient, the reactivity is zero. Given that there is som_.r_te of change of reactivity
available were the transient rod bank to be moved, the term lpci is non-zero. Hence, the
required time is negative and equal to (-1/_) or -2.5 seconds. This indicates that control is
already continuously feasible. The available time is initially zero because the desired power
equals the actual power. Once the change is made in the demanded power, the available
time becomes infinite because the period in the previously steady-state reactor was infinite. •
Control mechanism motion then commences and the reactivity becomes positive. The
required time becomes less negative, passes through zero, and then becomes positive
indicating that some finite interval must now elapse before the transient can be halted. The
transition from the absolute to the sufficient constraint occurs when the required time is
zero. The available time tends towards zero because the period is becoming shorter and the
power is rising. Once the time required to restore continuous feasibility of control equals •
the time remaining to attain full power, continued control mechanism withdrawal is
prohibited and insertion is begun. This occurs regardless of the signal from the associated
control law. The required time is continuously bounded by the available time indicating
that the control mechanism is being more or less constantly inserted. The required and
available times eventually both become zero. When this occurs, the reactor power can be •
leveled because control is again within the range of the absolute constraint. There is still
positive reactivity present in the core at this time and the dynamic effect of control
mechanism insertion is required to counter this positive reactivity. Hence, the control
mechanism must be driven in continuously at this time. As the reactor power settles out,
the available time remains zero. The required time becomes negative, eventually resuming
its original value of (-1/_.e ). •

It is important to recognize the complementary roles of the supervisory algorithm
and the control law. The former's contribution is that it reviews the decision of the control
law in terms of current reactor conditions and intervenes as necessary. Its deficiencies are

that it lacks both the ability to project values of power and reactivity forward in time and the •
capability to cause the shape of the transient power curve to conform to a particular set of
specifications. The predictive portion of the control law can provide those functions in
which the supervisory program is deficient. However, it can not guarantee the safety of its
own actions unless the reactor is operating within the envelope of conditions for which that
law was designed. Both components are necessary.

O
3.3.4 Control Law8

Complementing the supervisory function of the reactivity constraint approach are
predictive control laws that determine the actual control signal. These laws generally
incorporate a reactor model and hence can project the reactor power forward in time. qhat O
is their advantage. Their deficiency is that they contain no provision for determining if it
will be possible to halt the transient upon attaining the desired power level. A further
problem is that, being model-based, laws of this type may yield erroneous results if there
are errors in the model. Hence, the rationale for implementing the decision of these laws
subject to review by a supervisory algorithm.

O
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As part of the MIT program on advanced instrumentation and control, a number of
control laws have been developed and evaluated. These include a rule-based controller, a
law obtained using state-space methods, and a technique based on set-theoretic control. Of

• the various laws that have been tried, the most successful has been the MIT-SNL Period-
Generated Minimum Time Control Laws which were developed for the time-optimal
control of reactor neutronic power [2,3].

3.3.4.1 Period-Generate4] Control

• Period-generated control was developed at MIT for the purpose of adjusting reactor
neutronic power in a rapid yet safe manner [24]. lt is a method for tracking trajectories that
are defined in terms of a demanded rate and, as is discussed in Chapter Six of this report, it
has been shown through experiment to offer superior performance as compared to other
forms of model-based feedforwardlfeedback control. There are four major steps in its
implementation. First, an error signal is defined by comparison of the observed process

• output with that which was specified. Second, a demanded inverse period (a velocity) is
generated in terms of the error signal. Third, the demanded inverse period is processed
through a system model to obtain the requisite control signal. Fourth, the control signal is
applied to the actual system. Advantages to period-generated control are that it is readily
implemented, that it is model-based and hence can be applied to non-linear systems, and

• that the resulting control laws may approach time-optimal behavior for the special case of
rate-constrained processes.

The application of period-generated control to a nuclear reactor is as follows. It is
desired that the reactor power, n(t), conform to a certain trajectory. Accordingly, some
measure of the rate of fire, of the power is needed. A logical choice is the inverse reactor

• pericra which, it will be recalled, is defined as:

t0(t) -- fi(t)/n(t). (3.3.4.1-1)

The first step in applying period-generated control is to define an error signal, e(t),
• such that:

e(t) = ln(nd(t+jAt)/n(t)) (3.3.4.1-2)

where nd(t) is the demanded trajectory, n(t) is the observed trajectory, and j is a positive
• integer. A Taylor series expansion of this logarithmic expression reveals the rationale for

selecting this particular aritt'anefic form for the error signal:

e(t) = ln(nd(t+jAt))- In(nal(t)) + In(na(t))- ln(n(t))

• = In(nal(t)) + jAt d_tt(In(na(t))) - In(na(t) ) + In(nal(t)) -ln(n(t))

= jAt _ (In(na(t))) + ln(ncl(t)/n(t))
0
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= jAtcot(t)+ ln(nd(t)/n(t) ) (3.3.4.1-3)

where oh(t) is the inverse period that corresponds to the power trajectory, nd(t). Thus, the O_
error signal used in period-generated control is the sum of a feedforward action from the
inverse period associated with the demanded trajectory, and a proportional action from the
quotient of the demanded and observed system outputs. The former defines the system
path. The latter provides corrective action against deviations. For nuclear reactors, it has

been shown that the value of j should be at least 2 in order to ensure stability against •
oscillations [41].

The second step in the application of period-generated control is to define a
demanded inverse period in terms of the error signal. Thus,

tod(t) = (e(t) + (1/Ti) I e(t)dt + Wde(t))/jAt (3.3.4.1-4) •

where the parameters Ti and Td correspond to the integral and derivative times in a
conventional feedback expression. That is, C0d(t)equals oh(t) when the observed power is
on the demanded trajectory, Otherwise, the two differ with tod(t) dr:_;_ng the system to the
demanded trajectory. •

The third step is to develop an inverse dynamics model that translates the demanded
period into the requisite control signal which, for a reactor, is the rate of change of
reactivity. This is readily achieved by rearranging terms in the dynarrric period equation so
that the quantity p(t) becomes the dependent variable. Thus, Q

I !

Pc(t) = (_-p(t))o._(t)- Xe(t)p(t)-_i(ki- _e(t)) - pf(t) +

!

/*cb(t) +/*((_(t)) 2 +Xe(t)o._(t)) (3.3.4.1-5) •

where the alternate form is used because it is the easier of the two to program on a digital
computer. _: The subscript 'c' is used to denote the control signal.) It remains to
address the term eh(t) which represents the system acceleration, lt is treated using the
relation: •

_(t) = (tod(t) - oXt))/kAt (3.3.4.1-6)

where t0a(t) is the demanded inverse period, c0(t) is the observed inverse period, At is the
time step, and k is the number of time steps over which it is desired that the system attain •
the specified trajectory. The quantity k should be chosen to be small because the objective
of period-generated control is to cause the controlled parameter to begin rising (or falling)
quickly at the demanded rate. For this to occur, the acceleration term must rapidly die out.
However, as a practical matter, there is a lower limit to the value of k. Should it be made
too small, co(t) will be quite large and an excessive rate of change in the control signal will
be needed for transient initiation. •
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The desired control law can now be constructed by substituting rod(t) for r0(t) in
Equation (3.3.4.1-5) and then substituting Equation (3.3.4.1-6) for_(t). The term

Q Pe (t) is then the control signal which, on application to the actual process, will cause the
system output to track the demanded trajectory.

Figure 3.3.4.1-1 is a block diagram of the period-generated technique as applied to
a nuclear reactor. The observed reactor power, n(t), is compared to that which is
demanded, nd(t+jAt). The difference between the two results in an error signal, e(t), which

I_ is used to generate the demanded inverse period, rod(t), that is needed to drive the reactor to
the specified power level. This demanded inverse period is processed through a system
model to obtain the appropriate actuator signal which, in this case, is a rate of change of the
reactivity, I_c(t). Shown in Figure 3.3.4.1-2 are the power and reactivity profiles obtained
during a trial of period-generated control on the ACRR in which the power was to be raised

• from 3 kW to 12 MW on a 0.60-s period. This corresponds to a power ascension rate of
more than forty decades per minute. The period-generated control law raised the power to
the demanded 12-MW level and held it at that level despite negative reactivity feedback
from the Doppler effect. Moreover the transient was completed within the expected time of
4.98 s. Also apparent in the figure are the rapid insertions and removals of reactivity
needed to initiate and terminate the transient.

O
The capability of the period-generated control law to determine the control signal

_ needed to make the reactor power conform to the demanded trajectory is of course a major
asset. However, it should also be realized that the control law does not check to determine
if the required control signal can in fact be generated. That is the role of the constraint. For

:_ example, the control law calculates the rate of reactivity removal needed to halt the
_ • transient, but it has no means of verifying that the actuator can actually be inserted at the
-_- requisite speed. The constraint ensures that capability by limiting the net reactivity to that

which can be offset by the available rate of reactivity insertion.

One of the strengths of the period-generated approach is that the combination of a
• model-based feedforward action with feedback facilitates the control of non-linear_systems.

This is best illustrated by example. Denote the quantities (13- p) and
!

[_'eP +_i(_i - k'e(t)] by the symbols R and r respectively. A functional description of
period-generated control can be written as:

• e(t) = ln[nd(t + jAt)/(n(t)] (3.3.4.1-7)

+ (1Fri)f e(t)dt + Tde(t)l/jAt (3.3.4.1-8)rod(t) [e(t)

O

Pc(t) = R(t)rod(t)-r(t ) + [rod(t)- ro(t)]/kAt (3.3.4.1-9)

• ro(t) = (R(t)) -1 [p(t) + r(t) - _(t)] (3.3.4.1-10)

O
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where for clarity of illustration the prompt neutron lifetime has been taken as unity and
several terms of small order have been omitted. The above equations show the four basic
steps in the implementation of period-generated control including definition of the tracking
error, determination of the demanded inverse period, the inverse dynamics model, and file LD
actual system. The superscript (^) is used here to denote an estimated parameter.
Substitution of Pc(t) for p(t) in Equation (3.3.4.1-10) results in the feedforward control
action. So doing yields:

ro(t) = (R(t)) -1 [R(t)cod(t)- _(t)+ [C0d(t)- Co(t)]/kAt+ r(t)- cb(t)] •

= (R(t)) -1 P,(t)cod(t) -(R.(t))-l[r(t)- r(t)] + (R(t))-'[

O
= Cod(t)+ (R (t))-I [ [cod(t)- O)(t)]/kAt- (0(t)]. (3.3.4.1-11)

lt is evident from Equation (3.3.4.1-11) that if the quantities _ and _"are accurate, then the
combination of the inverse dynamics calculation and the feedforward action will result in
the canceling of the system dynamics. Hence, once the acceleration term has been driven to
zero, the actual and demanded inverse periods will be equal. This behavior is the strength •
of the period-generated approach and is of special importance for the trajectory control of
non-linear systems. In particular, the result of the cancelation is that Equation (3.3.4.1-8),
which is the standard P-I-D expression, is the determining factor in the system's response.
Its use here results in accurate tracking because the incorporation of a system model in the
period-generated method causes the observed inverse period to equal that which is g
demanded once acceleration effects have died out. This will occur regardless of whether
the process being controlled is linear or non-linear. In contrast, were that same P-I-D
expression to be applied directly to a non-linear system with no use being made of a model,
the tracking would not be accurate except for the specific trajectory for which the controller

had been tuned. •

Another advantage of the period-generated technique is that it results in closed-form
control laws that can be implemented in real time and which may approach a dme-optimal
response. Specifically, for systems that are subject to a rate constraint, the dme-optimal
trajectory will be the one that moves the system along that constraint. Hence, rather than
identify the optimal control by the computationaUy-intensive process of solving the •
system's describing equations subject to both the constraint and a performance index, it is
more direct to define the physical conditions that correspond to system movement along
that limiting constraint. Period-generated control can achieve this by taking the demanded
period to be that associated with the limiting constraint. For exampi_,, many nuclear
research reactors are operated subject to limits on the power, temperature, coolant flowrate,
and rate of rise of power. Suppose that the limit on the latter quantity for the •
ACRR were a period of 0.60 s. In that case, the power and reactivity profiles shown in
Fig. 3.3.4.1-2 are those of the time-optimal trajectory.

The degree to which a period-generated control law approaches a time-optimal

response depends on the treatment of the acceleration term. In the ideal case, the trajectory •
would be instantly switched to and from the limiting path. The presence of the acceleration
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term makes this scenario physically impossible. However, the impact of the acceleration
term can be made quite small provided that the control signal can be rapidly changed.
Under such circumstances, period-generated control laws can closely approximate ime-

I optimal responses for rate-constrained systems.

3.4 Summary_ of MIT Work on the Control of Reactors

The MIT Program on the closed-loop digital control of neutronic reactors has now
been in piace for more than a decade. Moreover, it remains a major on-going activity. The

• summary below gives the accomplishments of this effort as of 30 June 1992. In addition
to the references cited, additional information can be found on each item ;.n [1-4].

1. Two models of the 5-MWt MIT Research (MITR-II) were developed. One
described both the core and the heat removal systems (primary, reflector,

• shield, and secondary) while the other described only the core [42].

2. A simulator was designed to permit the testing of control strategies on the
MITR-II models [42].

3. Methods for validating power, flow, and temperature signals from the MITR-II
• were investigated. The parity space approach with analytic redundancy was

selected [12,43].

4. Upon completion of extensive safety evaluations, equipment for the direct
digital control of the MITR-Irs regulating rod was installed. This included
signal transmitters, isolation devices, analog-to-digital converters, an LSI-

D 11/23 mini-computer, and digital-to-analog converters. This was made
possible by the Charles Stark Draper Laboratory.

5. Open-loop trials were conducted of the signal-validation routine.

Q 6. Closed-loop trials in which the MITR-II was operated at steady-state using
validated signals were performed [44,45].

7. The standard dynamic equation (without prompt terms) was derived for use as
a reactor model [42].

Q 8. The 'reactivity constraint approach' was formulated and verified via simulation
[42].

9. Closed-loop trials in which power was raised and lowered using the reactivity
constraint approach were conducted [42].

• 10. The experimental protocol described in Section 1.6 of this report was
formulated.

11. A variety of control techniques including proportional, heuristic, and state-
space were investigated [42].

O
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12. Approval was requested of and received from the U.S. Nuclear Regulatory
Commission for the direct digital control of the MITR-II's shim blades. This
approval was subject to the provision that the reactivity constraint approach be

used in a supervisory capacity [16]. •

13. The alternate form of the dynamic period equation was derived [19].

14. A rule-based controller that used fuzzy logic was designed and demonstrated
[17].

O
15. Comparative studies were performed of supervisory controllers based on the

standard and alternate forms of the dynamic period equation [20].

16. The on-line reconfiguration of control laws was accomplished on the MITR-II.

This was done with support from the Charles Stark Draper Laboratory [18]. •

17. It was recognized that the rate of change of reactivity, rather than the reactivity
itself, should be used as the control signal (the signal sent to the actuator) for
,-eactor power controllers [21,22].

18. The standard form of the dynamic period equation (with prompt terms) was @
derived [39].

19. lt was realized that time-optimal trajectories of systems bounded by a constraint
could be achieved by designing a control law that caused the system to track
the constraint. This observation and the understanding that the rate of change
of reactivity should be used as the signal to the actuator lead directly to the Q
MIT-SNL minimum time laws [21,22].

20. The 'MIT-SNL Period-Generated Minimum Time Control Laws,' which are
closed-form expressions for the time-optimal control of reactor neutronic

power were derived [21,22]. @

21. The MIT-SNL laws were studied extensively via simulation.

22. A simulator was constructed at Sandia National Laboratories for testing the
MIT-SNL laws. It consisted of two separate computers, one for the controller
and one for a model of SNL's Annular Core Research Reactor (ACRR). The @
use of two computers enabled testing of the hardware-to-software interface and
the signal acquisition eqlzipment.

23. The hardware and hardware-to-software interface needed for testing closed-
loop digital controllers on the ACRR was designed, built, and installed. This
followed extensive safety evaluations [46]. @

24. A method for the accurate, real-time estimation of precursor concentrations was
devised and verified via simulation [47].

I)
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25. On-line, experimental trials of the MIT-SNL Period-Generated Minimum Time
Control Laws on both the Annular C,'_re Research Reactor and the MIT
Research Reactor were conducted. Power increases of five orders of
magnitude were achieved on the ACCR without overshoot on demanded

Ill periods of 0.5 s [23-25].

26. The generic nature of both the 'MIT-SNL Control Laws' and the 'Reactivity
Constraint Approach' was established by using each technique on both thr
MITR-II and the ACRR. These two reactors are very different in design

M [23-25].

27. Conditions for global stability and s_ability against oscillations about a
specified trajectory were devised for the MIT-SNL laws [41].

28. Predictive displays were developed and tested on the MITR-II. These allow a
• reactor operator to visualize the consequences of a planned control action

before actually having to implement it [30].

29. Proportional-integral-derivative feedback was incorporated in the MIT-SNL
Period-Generated Minimum Time Control Laws [48,49].

' I_ 30. Techniques for reducing controller sensitivity to noise were developed and
demonstrated on the ACRR [50].

_ 31. Algorithms based on the dynamic period equation for use in measuring
reactivity were devised and evaluated on the MITR-II [51].

32. The MIT-SNL laws were modified for use .in raising reactor power from
subcritical conditions [52].

33. Power cycling (sinusoids) and rapid power decreases were demonstrated [53].

• 34. Experiments were performed to evaluate a method for the control of core
temperature [54].

35. The concept represented by the MIT-SNL laws was generalized as 'period-
generated' control and applied through simulation to several non-nuclear

• systems [551.

36. Comparative evaluations of several trajectory control techniques were made on
the MITR-II. Included were proportional-integral-derivative, feedforward,
sliding mode, and period-generated control [56].

'O 37. The theoretical basis for the use of the MIT-SNL laws as a general method for
the trajectory control of reactor power was described [28,29].

38. A near real-time, three dimensional model of a PWR's neutronic and thermal-
hydraulic behavior was developed and benchmarked [57-59].

0

O
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39. The reactivity constraint approach was extended to the control of reactors
described by spatial dynamics [60].

The above list is impressive. Nevertheless, much remains to be done including automated •
diagnostics, coordinated control of temperature and power, identification of core designs
that optimize controller performance, the enumeration of quantitative criteria for
determining the reasonableness of the point kinetics approximation, and practical methods
for command validation. In the following chapters of this report, certain aspects of the
work listed above are extended to multi-modularreactors.

O
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4. Advan¢o:l Control Computer System(l)

This chapter describes the design, implementation, and initial testing of a multiple-
Q computer/single-task system for the closed-loop, digital control of the MIT Research

Reactor (MITR-II). A major advantage of the multiple-computer approach is that generic
safety-related software that remains invariant can be separated from the control law
software that is updated as plant procedures change. This facilitates software validation.
Also, this approach allows both real-time operation and high numerical throughput.
System compatibility was achieved through design of a special passive back plane which

Q enabled the otherwise incompatible components to be operated in an integrated system.
This multiple-computer system was designated as the Advanced Control Computer System
(ACCS). In addition to a description of both the system and its associated hardware and
software interfaces, experimental results are presented from its initial trials.

4.1 Statement of Pr0blemO

Since the late 1970s, the Massachusetts Institute of Technology has been engaged
in a program to develop and demonstrate advanced techniques for the instrumentation and
control of nuclear reactors. In 1981, with the support and partnership of the Charles Stark
Draper Laboratory, an LSI-11/23 minicomputer was purchased and installed in the control

• room. The availability of this system made possible on-line demonstrations of signal
validation. Once validated signals were shown to be effective, efforts were focused on
closed-loop control. This led to the 'reactivity constraint approach' which is a generic
supervisory method that ensures the absence of challenges to a reactor's safety system as
the result of any automated control action [1,19]. In 1985, the reactivity constraint
approach became the basis of a license approval from the U.S. Nuclear Regulatory

D Commission for the general use of digital systems on the MITR-II [16]. This in turn made
possible the evaluation of a rule-based controller, closed-form control laws that operate in
minimum time, and comparative evaluations of predictive displays [30]. The LSI- 11/23
system consisted of a single computer that performed ali required functions including data
acquisition, signal validation, supervisory control, calculation of the actuator signal, and

• signal output.

The Advanced Control Computer System is a major improvement in that it consists
of five inter-connected computers, each responsible for a ,"fferent set of tasks. In addition
to permitting more flexible operation and allowing testl,g of computation-intensive
concepts, this new system enhances safety because safety-related functions such as

Q supervisory control can now be run separately from control law calculations. Software for
the former is well-established, is based on fir:,-principles, and is invariant. In contrast,
software for the latter will probably always be under development because the objective of
the MIT program is to identify new methods of control and make their use a practical
reality. A further advantage of this segregation of functions important to safety from other

• types of calculations is that it limits the amount of software for which verification and
validation is needed. Other noteworthy features of the ACCS are that it combines real-time
operation with high numerical throughput, utilizes a no-moving-part hard disc for greater
reliability, includes the means to perform simulation studies, and employs a passive back

• (I) This chapter is based on work performed by Kwan S. Kwok under the direction of Dr.
John A. Bernard and Professor David D. Lanning.
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plane to permit non-interactive operation of the bus structure. This latter feature in turn
allows the coexistence of otherwise incompatible components.

4.2 Advanced Control Computer System •

The primary function of the MITR-II's digital control system is to permit research
on control strategies for the automated operation of nuclear reactors. Among the problems
currently under investigation are automated startups, coordinated control of power and
temperature, and applications of artificial intelligence. The performance of these tasks
requires real-time operation, high numerical throughput, on-line access to large amounts of •
memory, and auto-ranging signal acquisition whereby both the level and scale of an
instrument is read. An immediate difficulty arose in that, at the time of the ACCS's design,
there was no single, commercially-available product that offered ali of the above features at
a reasonable price. Accordingly, the solution adopted for the Advanced Control Computer
System was to design a multiple-computer system in which an IBM-PC compatible
computer would perform the real-time functions and a VAX computer would perform the •
computations and data collection. Additional computers could be added as necessary for
specific applications.

As ultimately configured, the Advanced Control Computer System consists of five
separate computers, ali linked in a multiple-computer/single-task architecture. Figure 4.2-1 •
is a block diagram showing the configuration and purpose of each component. These are:

1. Rack-Mount 80386: This data acquisition IBM-AT computer is assigned three
major tasks. First, it collects data from a maximum of thirty-two sensors,
performs signal validation on the collected data, outputs the validated
information to up to four other computers, and displays the validated Q
information on the console CRT monitor. Second, it computes the maximum
allowed control signal using the supervisory reactivity constraint algorithm
[1,19] as well as limits of other MITR technical specifications, receives the
requested control signal from the other computers, compares that signal with the
one calculated by the supervisory algorithm, outputs the more conservative O
signal to the control rod motors, and displays the control decision on the screen.
The computer's third function is to write the desired data to the permanent disk.
Changes to the computer's software are not required except for routine
calibrations and adjustments of the scaling and zero offset constants used in the
data acquisition routines. Changes may be made to the software in other
computers when the testing of novel control concepts is desired. But the c_s •
on this IBM-AT remains unchanged and unperturbed. This is one of the rm_)_J_
advantages to the new digital control system. Another advantage to this data
acquisition computer is that it uses a no-moving-part, permanent hard disc as its
primary storage device. Also, the signal from any instrument that is common to
both the safety and control systems is sent through a signal isolation device
such as an ,::ptical transformer. This is done to ensure that a fault in the control •
system can not propagate backwards through the instrumentation and affect the
proper functioning of the safety system.

2. MicroVAX-II: The VAXstation II/GPX is a machine dedicated for intensive

floating-poin_ computations. Engineering and control calculations such as are •

II .i
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required for the MIT-SNL minimum time control laws [2,3], are performed on
this machine. The MicroVAX-II receives validated information on the reactor
from the data acquisition system (IBM-AT). It then calculates the demanded
control signal from whatever control law is being tested, and exports that signal •
to the data acquisition system for output to the control rod motors. Changes in
this system's software are expected to be frequent, especially when new control
concepts are identified. However, because this computer is a separate entity,
these changes will not affect the experimental envelope prescribed by the
reactor's technical specifications.

O
This VAXstation-II/GPX computer is equipped with a MicroVAX-II CPU
which operates at about one million instructions per second (1 MIPS). The
back plane is a full-size 16-slot enclosure with the 22-bit Q-bus firmware.
There are 9 Mb of RAM and 159 Mb of permanent storage. A cartridge tape

system is available for backup and file transfer purposes. Eight serial ports •
provide support for a printer and for communications with other computers.
There is a 256-color 8-plane color graphics GPX controller with a large color
monitor and a mouse form the main console available to the computer operator.

3. IBM-Comoatible 80386: This is a high-speed machine on which computer
programs are first edited, compiled, and finally linked to form an executable •
module. This machine is capable of supporting automated reasoning using
PROLOG, LISP, or C. lt is designed to be compatible in ali details with the
Rack-Mount 80386 data acquisition system. Sub-components .within the two
computers are exactly identical whenever possible. Unavoidable hardware
differences are, as a minimum, compatible at the register level. That is the
register calls, which control ali interrupt services for the sub-system, are Q
identical. This means that any differences are not visible to the operating
system when the computers are accessed through the use of the vendor-supplied
BIOS (Basic Input and Output Services) routines. The advantage of the
compatibility between these two machines is that computer codes that run on
one machine will also run on the other. This facilitates software development Q
because the necessary tools are not on the Rack-Mount 80386 system.

The 80386 architecture was selected for both the data acquisition system and
this computer. The 80386 is a true 32-bit microprocessor with 32-bit internal
registers, a 32-bit data bus, and a 32-bit address bus. The size of the address
bus provides a maximum addressable memory of 232 bytes or 4 gigabytes. The •
32-bit internal and 32-bit data bus capabilities allow 4 bytes of data to be read
from, written to, or fetched from the main memory at a time. These features
plus a high operating frequency (16 and 20 MHz for the two computers
respectively), and other features including an expanded instruction set, a new

register set, memory management, page translation, and task management •
functions made the 80386 the best choice as the CPU.

4. IBM-XT 808_.: This computer's role is to receive validated signals from the
data acquisition computer and to display model-based predictive information
[30,31] or a safety parameter display on its screen.

O
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5. L$I-11[23: This unit is connected to the MicroVAX-II for the purpose of
providing an independent machine on which a model of a reactor can be run.
This permits new controllers to be programmed on the VAXstation K/GPX and

Q tested against a simulation model running on the LSI-11/23 prior to the
performance of actual closed-loop runs on the reactor. This approach has the
advantage that new programs are tested under realistic conditions. In particular,
signals must be passed between two computers as is done for actual
implementations. Previously, the new control law and the model ran on the
same unit.

e
Integration of components within the data acquisition computer was accomplished through
a passive back plane which is basically a non-intelligent bus that allows only lines such as
data, status, and timing to be passed. Integration of the five separate computers was
achieved through use of RS-232 serial communication. In spite of the inherent limitation

• on the data transfer rate of the RS-232 serial communication, it is adequate for applications
at the MIT Research Reactor. If a faster data transfer rate is desired, the techniques
discussed here are equally applicable to RS-422 serial communication which provides a
data transfer rate that is significantly faster that that of the RS-232.

4.3 Data Acouisition and System Interfaces
O

Implementation of the Advanced Computer Control System required much more
than the mere assembly of the five computers described in the preceding section. Data
acquisition routines, a software interface, a hardware interface, and special instrumentation
as well as interlock circuits were also required. These are described here.

P 4.3.1 Data Acauisition and Interface Software

The data acquisition system installed on the Rack-Mount 80386 computer consists
of two DT-2821 boards manufactured by Data Translation. These are analog and digital
input/output (I/O) boards designed either for the IBM-AT personal computer or for other

• IBM-compatible computers. The primary features of the DT-2821 board are analog-to-
digital (A/D) conversion rates of 40 kHz, digital-to-analog (D/A) conversion rates of 130
kHz, 16 digital I/O lines, and an onboard pacer clock for real-time operation. The
resolution of both the A/D and D/A converters is 12 bits.

Input voltages to the A/D converters are read and converted into a 12-bit binary
• word which provides 4096 possible discrete levels. This represents a 0.002-V resolution

for a 0 to 10 V uni-polar signal. In other words, the da_. acqui_.ition system is able to
resolve voltages as small as 0.002 V for uni-polar inputs and 0.004 ¥ for bi-polar (-10 to
10 V) inputs. The binary word that represents the voltage reading of the selected channel is
passed to the executing program via the operating system (MSDOS-3.3) and a set of
machine language instructions that reside in a vendor-supplied program called a deviceO
driver. The device driver contains machine language instructions that interact between the
computer hardware and the operating system. Information is then passed to the executing
program through the operating system.

The Rack-Mount 80386 data acquisition computer's executing program contains
• subroutines that serve several different purposes. Subroutines that perform low level

system functions are written in assembly language. Those that interact with devices and
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those that facilitate general engineering calculations are written in high level languages such
as C or FORTRAN. The compilers used were Microsoft Macro Assembler Version 5.1,
Microsoft C Version 5.1, and Microsoft FORTRAN Version 4.1. The main program was
written in C because of that language's flexibility. Specifically, it allows interfacing with
both assembly languages and with FORTRAN. O_

A set of software routines were written to control the hardware, collect data,
maintain the system in real time, select the proper range on the instruments, relay the
pertinent information to the control laws, and transmit the control law decision. Diagnostic
functions were designed in the software so that any significant hardware or software errors •
would be detected and displayed on the screen to warn the computer/console operator.
Storage of the collected data on a permanent device was also supported by these routines.
The organization of these routines is shown in Figure 4.3.1-1.

4.3.2 I-l_.ware Interface to Reactor
I

There are twenty sensors connected to the analog input channels of the data
acquisition computer. These are the reactor neutronic power (4), primary flow (4), primary
hot-leg temperature (2), primary cold-leg temperature (2), primary delta-temperature (1),
pc,_ition of the regulating rod (2), positions of shim blades number one (1) and four (1),
output of the thermal power indicator (1), reactor period generated by the period network of •
MITR-Irs nuclear channel one (1), and demanded power as input by the console operator
(1). These sensors were connected to the data acquisition computer via a master terminal
strip and two breakout junctions. The latter were necessary to permit regrouping and a
change of cable type. The type of cable had to be changed from ribbon-type to the round-
type for routing purposes and regrouping was necessary so as to connect the twenty
sensors to two different DT-2821 boards. Q

4.3.3 Broad-Range Power $¢nsQr

One of the reasons for constructing the Advanced Control Computer System was to
permit automated startups of the MITR-II. For this to occur, the digital system would have
to monitor power levels that ranged from a few watts at source-level to 5 MW at full Q
power. The span is about seven decades. Accordingly, a boron-lined, gamma-
compensated ion chamber which correctly indicated the reactor's neutron flux level from
full shutdown to full power was made available. This chamber was equipped with a
KEITHLEY Model 485 auto-ranging picoammeter with a built-in Model 4853 IEEE-488
interface. This unit is basically a 4-1/2 digit (4 significant digits with sign) auto-ranging •
picoammeter with seven DC current ranges. The heart of the Model 485 is a trans-
resistance amplifier (current-to-voltage converter) followed by an A/D converter that
translates the conditioned analog input signals into a form usable by its internal
microcomputer. The microcomputer records and executes the user-selected functions
through the main panel on the instrument. Additionally, it communicates with a host
computer via the IEEE-488 interface. The host computer can send commands through the •
IEEE-488 bus and either interrogate the status or control the response of the Model 485.

The design of this system allows the Rack-Mount 80386 data acquisition system to
receive an on-scale reading of the output of the neutron-sensitive compensated ion-chamber
in a digitized form. A further advantage is that the output of the Model 485 is digitized. •
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This makes the system less prone to electrical interference or noise than if a signal were
first obtained in analog form and then converted for digital operation.

4.3.4 Safety _nd Inl;_'lock Circuits O

The Advanced Control Computer System was equipped with both safety and
interlock circuits such as a 'watchdog timer' that guards against common computer faults
including divide checks, infinite loops, and failure of the software to execute sequentially.
These circuits had been developed for the original MITR-II digital control system, the LSI-
11/23 minicomputer [1]. For the most part, those designs were retained here. •

4.4 Demonstr_tiorl of Advanced ContrQl Computer System

The Advanced Control Computer System was subject to extensive pre,operational
testing. This included the use of electronically-generated signals to test the data acquisition
computer for proper processing by the software and for transmission to the hardware's Q
output device. Similarly, electronic test signals were used to check the response of the
broad-range power sensor and the auto-ranging picoammeter for both operability and
linearity. Also, ali safety and interlock functions were verified to operate at their proper
setpoints. Finally, the system as a whole was evaluated by inserting a series of electronic
signals that simulated a rise in reactor power on a demanded period. The actuator signal •
was observed to vary in the expected manner.

Closed-loop trials of the Advanced Control Computer System on the MITR-II were
begun on 28 December 1990. Figure 4.4-1 shows the power and reactivity profiles from a
transient in which the power was raised from 100 kW to 500 kW on a 100-s period. The
Alternate MIT-SNL Period-Generated Minimum Time Control Law with proportional- q
integral feedback was used. The transient was completed successfully. Figure 4.4-2 is
from another trial in which the same control law was used to cycle the power between 100
kW and 200 kW on a frequency of one cycle every 90 s. Again the test was successful.

4.5 Asses_m_n_ of A(lvanced Compu_gr Cong'ol System Q

The major contribution of the Advanced Control Computer System (ACCS) is that a
computer architecture was envisioned, designed, and implemented that promotes the safe
application of digital control techniques on nuclear reactors. Specifically, the selected
architecture permitted separation of software important to safety from software important to
reactor control. Examples of the former include algorithms that implement reactivity •
constraints and software statements that limit allowed reactor parameters such as the power,
period, and temperature. Examples of the latter include the control law algorithms that are
used to determine the appropriate actuator signal. Software essential to safety is usually
generic in nature and invariant. Changes to this software are infrequent. In contrast,
changes to the control software may be required on a fairly routine basis as reactor
conditions change to reflect modifications in reactor systems, updates to operating •
procedures, and progress in control engineering. From a safety point of view, it is highly
desirable that it be possible to alter the control software without there being any possibility
of affecting the safety software. The Advanced Control Computer System architecture that
was implemented here facilitates this objective by providing a multiple-computer/single-task
computing environment. Specifically, separate but interconnected computers are used for •

qp
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data acquisition, implementation of software related to safety, control law computations,
the man-machine interface, and automated reasoning.

Other advantages of the ACCS are as follows. First, it uses an auto-ranging •
picoammeter in conjunction with a compensated ion chamber. This means timt the data
acquisition system will transmit the scale as well as the instrument reading. "[his capability
is essential to the performance of automated startups because power increases of many
orders of magnitude are involved. Second, the ACCS takes a digitized signal directly from
the neutron instrument (the auto-ranging picoammeter) as opposed to taking an analog
signal and then converting it to digital form. The ACCS approach significantly reduces •
noise in the signal and hence in the controller. Third, simulations can be run in an
interactive manner because a dedicated computer is available that interfaces with the actual
hardware that is used to operate the digi.tal controller. Thus, the simulations test the
hardware, the software, and their associated interfaces. Moreover, safety is not
compromised because, in this mode of operation, the output of the data acquisition Q
computer is physically directed to the computer on which the simulation is run and not to
the actual reactor. In summary, the Advanced Control Computer System offers many
improvements relative to the original MITR-II digital control system and it is now being
used routinely to conduct research in support of the MIT program on advanced
instrumentation and control of nuclear reactors. Additional information has been
previously given [61 ]. •
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5. Automote_l Reactor Startup with Qn-Line Estimation of Subcfiticali_ty(1)

This chapter reports the use of the 'perturbed reactivity method' in conjunction with
Q the MIT-SNL Period-Generated Minimum Time Control Laws for the conduct of

automated reactor startups. The performance of such startups was one of the objectives of
the MIT program on the control of multi-modular reactors because of the need to coordinate
control of reactor neutronic power with that of the steam production system (turbines and
steam generators) during low power operation. Specifically, the availability of some means
for automating reactor startups and the subsequent initiation of steam flow might reduce the

• incidence of plant trips caused by malfunctions associated with steam generator level and/or
feedwater flow. In addition to this motivation, there were two other reasons for developing
an automated startup methodology. First, the capability to conduct automated power
increases from subcritical conditions is of extreme importance to nuclear-powered
spacecraft, where, for reasons of safety, the reactor will be launched in a shutdown
cor,zlition and only made critical once a 'nuclear-safe' orbit has been achieved. Second, anO
automated startup capability would be desirable for reactors used on board naval and
maritime vessels where rapid recovery of the reactor plant may be necessary in order to
quickly restore propulsion power and thereby prevent damage to the vessel itself. MIT, in
conjunction with Sandia National Laboratories, had previously demonstrated use of the
MIT-SNL laws for the conduct of power increases from subcritical [3]. However, for

Q those trials, the initial degree of sub,_,'ticality had been known. The perturbed reactivity
method eliminates the need for the a priori specification of the amount by which the
reactor is shutdown and hence permits a startup that is automated in ali respects.

The perturbed reactivity method is a general technique for the estimation of
reactivity, lt is particularly suited to the determination of a reactor's initial degree of

D subcriticality and was developed to facilitate the automated startup of both spacecraft and
multi-modular reactors using model-based control laws. lt entails perturbing a shutdown
reactor by the insertion of reactivity at a known rate and then estimating the initial degree of
subcriticality from observation of the resulting reactor period. While similar to inverse
kinetics, the perturbed reactivity method differs in that the net reactivity present in the core

• is treated as two separate entities. The first is that associated with the known perturbation.
This quantity, together with the observed period and the reactor's describing parameters,
are the inputs to the method's implementing algorithm. The second entity, which is the
algorithm's output, is the sum of ali other reactivities including those resulting from
inherent feedback and the initial degree of subcriticality. During an automated startup,
feedback effects will be minimal. Hence, when applied to a shutdown reactor, the output

Q of the perturbed reactivity method will be a constant that is equal to the initial degree of
subcriticality. This is a major advantage because repeated estimates can be made of this one
quantity and signal smoothing techniques can be applied to enhance accuracy. In addition
to describing the theoretical basis for the perturbed reactivity method, factors involved in its
implementation such as the movement of control devices other than those used to create the

perturbation, source estimation, and techniques for data smoothing are presented. Also,
experimental results are shown in which the concept was used in conjunction with period-
generated control laws to perform automated startups of the 5-MWt MIT Research Reactor.

(1) This chapter is based on work performed by Kwan S. Kwok under the direction of Dr.
John A. Bernard and Professor David D. Lanning.
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5.1 $latement of Problem

Conventional methods for reactivity determination include reactivity balances and
inverse kinetics [62]. The use of a balance c',_culation is, by definition, not possible for the •
performance of an automated startup when u_e degree of subcriticality is unknown. That
leaves inverse kinetics. Bernard reported two variations of the inverse kinetics approach
based on the dynamic period equation [51]. These were 'inverse dynamics' and the
'hybrid method.' These, and the original inverse kinetics approach, yield the net reactivity
that is present in the core. The perturbed reactivity method, which is developed in this
report, also gives the net reactivity. However, the method of calculation is somewhat •
different. Specifically, rather than providing sequential estimates of the continuously-
varying net reactivity, the perturbed reactivity method yields repeated calculations of a
reactor's initial degree of subcriticality.

The perturbed reactivi:y method, like inverse kinetics, is based on the space-
independent kinetics equations. Its distinguishing feature is that it differentiates between Q
reactivity that is deliberately inserted as part of a planned perturbation and that which was
either initially present or the result of feedback. This is a major advantage. For example,
consider an automated startup in which reactor power is to be raised on a demanded
trajectory. Inputs to the perturbed reactivity method's algorithm will be the magnitude of
the planned reactivity perturbation, the observed reactor period, and the reactor's describing Q
parameters such as precursor yields and decay constants. The output will be the aggregate
of ali other reactivities including feedback effects and the initial degree of subcriticality. In
the case of an automated startup, feedback effects will be minimal and the output of the
perturbed reactivity method will therefore reduce to the reactor's initial degree of
subcriticality. This quantity is invariant and repeated calculations can therefore be obtained
of it. Hence, statistical me,hods can be applied to produce a very reliable estimate of the Q
_:eactivity that was present upon initi,"ting the startup. This will in turn facilitate estimation
of the net reactivity and therefore make practical the use of model-based control laws for
both the conduct of the startup and the subsequent tracking of the demanded trajectory.
Such laws offer superior performance, but require accurate characterization of ali reactor
parameters including net reactivity [28]. •

5.2 p_r0arbedReactivityMethod

When utilizedaspartofanautomatedstartup,theperturbedreactivitymethod
entailsperturbinga shutdownreactorbytheinsertionofreactivityataknown rateandthen
estimating the initial degree of subcriticality from observation of the resulting reactor •
response. For the purpose of this report, the time-dependent response of the subcritical
reactor will be characterized by the instantaneous inverse period c0(t) where dn/dt =
co(t)n(t), and n(t) is proportional to the total neutron population. The insight that led to this
method was the realization that comparison of the observed reactor period in a perturbed
shutdown reactor with the period calculated to exist in a similarly perturbed critical reactor O
would provide a means of estimating the degree by which the real reactor was actually
shutdown. The mathematical method used to implement the perturbed reactivity method
does not explicitly make this comparison. But it does depend on making a perttudaation of
known magnitude to the subcritical reactor and observing the resulting instantaneous
period.

O
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The essential feature of the perturbed reactivity method is that the net reactivity,
p(t), present in the reactor is represented separately using superposition as:

Q p(t) = Pukn(t) + pkq(t) (5 2-1)

where Pukn(t) is the reactivity rresent in the core excluding the reactivity associated with
the known perturbation, and

@ Pkn(t) is the reactivity associated with the known perturbation.

In a shutdown reactor, the quantity Pukn will be the initial degree of subcriticality and it will
remain constant during the startup. The quantity Pkn would normally be generated by
moving a calibrated control device connected to a digital controller. Also, it would
normally be computed by means of a balance using data from previously performed

• calibrations.

The perturbed reactivity method requires a model of the reactor dynamics for its
implementation. Thus far, two have been considered. These are the point kinetics
equations and the alternate dynamic period equation [19]. Both accurately describe reactors
characterized by space independent kinetics. The difference between the two is that the rate

• of change of reactivity is explicitly represented in the latter. The advantage of the second
approach is therefore that it results in a more accurate estimation of the unknown reactivity
during transient conditions under which reactivity is inserted at a substantial rate. This
occurs because the effect of the perturbation is immediately apparent in the numerical
implementation of the model based on the dynamic period equation.

lP When the perturbed reactivity method is implemented with the point kinetics model,
the unknown reactivity is given by:

N
-- /" x-, /*

/*r0(t) + _- - _ 2LiCi(t)- T---_-Q(t). (5.2-2)Pukn(t) = Pkn(t) _-_.=

When implemented with the alternate dynamic period equation as the model, the unknown
reactivity is given by:

{ - ]Q co(t)(13 Pkn(t)) + 1" t) + (c0(t))2 + Xe(t)¢o(t)Pukn(t) = _

. I_ulm(t)- I_kn(t)- X'e(t)Pkn(t)- X _i{2ki- X'e(t))-

+Q<t)]/'r<t'i/ + ] <5.2-3)

ii
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where the quantity Xe is the alternate, multi-group decay parameter which is def'med as:

_'e(t)--"Zk2Ci(t) / E _iCi(t) (5.2-4) O

and where other symbols are defined as:

1" is the prompt neutron generation time, •

_0(t) is the inverse of the dynamic reactor period,

is the effective delayed neutron fraction,

T(t) is the amplitude function and is a weighted integral of ali neutrons present Oin the core,

N is the number of groups of delayed neutrons, including photoneutrons,

_,i i,_,_the decay constant of the ith precursor group,

Ci(t) is me concentration of the ith precursor group normalized to the initial
power, •

Q(t) is the effective source strength,

d_(t) is the rate of change of the inverse of the dynamic reactor period,

_i is the effective Hactional yield of the ith group of delayed neutrons, Q

9kn(t) is the rate of change of the known reactivity, and

0(t) is the rate of change of the effective source strength.

O
The method used for the on-line estimation of precursor concentrations was developed by
Myu_agH. Kim and Professor Allan F. Henry and is described in [47]. It is emphasized
that Equations (5.2-2) and (5.2-3) are numerically equivalent in that both yield the same
quantity. However, Equation (5.2-3), with its explicit representation of rate-dependent
effects, was found experimentally to offer superior performance during transients that
involved sudden or large changes in reactivity. •

5.3 Implementation Issues

The computer system utilized for the real-time implementation of the dynamic
perturbation method in conjunction with the automated startup of the 5-MWt MIT Research •
Reactor (MITR-II) has been previously described [63]. Discussed here are other factors
that affect the method's implementation including movement of control devices other than
those used to create the perturbation, source term estimation, and techniques for signal
smoothing.

O
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5.3.1 Control Device Movement

Implementation of the perturbed reactivity method is as follows. First, a known

Q reactivity change is made to the reactor by moving a designated control element. This
change is the required perturbation. The quantities 9kn and Pkn are calculated using data
from previous calibrations where, at any instant, 9kn is the total reactivity that has been
inserted by the control element since the initiation of the transient and 9kn is the rate at
which the reactivity is currently being changed. As the perturbation progresses, the
reactivity inserted by the designated control element continues to be tracked as Pkn.

• Reactivity inserted by other means, such as feedback or movement of other control
. elements, is summed together with any reactivity that was initially present in the core.

These combined effects constitute the term Pukn. This quantity will therefore be invariant
(and hence 15uknzero) only if there are no reactivity feedback effects such as those

, associated with temperature and voids and if no control devices other than those utilized to
, generate the intended perturbation are moved. The first of these conditions is almost a
, • certainty during a reactor startup. However, the second will be true only if the reactor is

_, initially subcritical by an amount such that withdrawal of the control device used to generate
_ ,, the needed perturbation is sufficient to attain criticality. This may or may not be the case.

_' I Accordingly, for purposes of implementing the dynamic perturbation method, it is
,, convenient to define conditions of 'static' and 'dynamic' subcriticality. Thus,

, • 1. Sl_ati_Subcriticality: This condition is said to exist if the reactor is subcritical by
_ less than the worth of the control device that is to be used to create the

perturbation or if it is acceptable to reshim the reactor every time that this device
:_ attains its out-limit. If the former is true, then the quantity [Sukn"iszero. If the

iJ latter is true, the quantity 15ukncan still be set to zero. However, the startup
"_:tP must be performed in a stepwise manner. That is, the reactor's other control

_lJ devices are moved but not during the time intervals that measurements are made
, to obtain data for the perturbed reactivity method. In particular, movement of:14

the control devices for the startup and that for the perturbation must be done at
separate times. This approach allows the perturbed reactivity method to be used
in cases where the reactor is deeply subcritical. N(_N_9__:A general limitation to

qP such use is that the shape of the neutron flux be constant during the startup.
This restriction is inherent in the point kinetics relations and is not specific to the
perturbed reactivity method [64].)

2. Dyn_mi(; Subcriticality: This condition is said to exist if simultaneous
Q movement of both the control device used to create the perturbation and other

control devices will be necessary. The 15uknterm can therefore not be set to
zero. Under these circumstances, Equations (5.2-2) and (5.2-3) are solved by
calculating 15uknusing either a backwards difference or the slope calculated by a
dynamic least squares fit. The 15ukncalculated using the backwards difference
method lags real time by two time steps whereas the method based on the slope

• of the dynamic least squares fit is in real time. Both methods give excellent
results.

Numerical details of both approaches are given elsewhere [61]. Experimental results that
demonstrate the efficacy of the perturbed reactivity method under conditions of both static

• and dynamic subcriticality are given later in this chapter.

O
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5.3.2 Source Term Estimation

The source term in Equations (5.2-2) and (5.2-3) is expressed as a function of time O_
so as to represent the most general case. The neutron source utilized for reactor startup in
the MITR-II is a distributed photoneutron source that originates from (%n) reactions within
the reactor's D20 reflector. That is, the fission product inventory in the core emits gamma
rays with various half-lives and some of these are sufficiently energetic to cause neutrons to
be ejected from deuterium nuclei, thus forming photoneutrons. The relevant fission
products decay with an effective half-life on the order of days while an automated startup is •
completed on the order of minutes. It is therefore valid to neglect the time-varying nature
of the photoneutron source in both Equations (5.2-2) and (5.3-3). A relation between the
source term, the shutdown power level, and the reactivity can then be found from the point
kinetics equations. It is:

To i
Qo = l* Po (5.3.2-1)

where the subscript (o) denotes the shutdown condition. This relation was used to
calculate source strengths for a number of power histories. Once sufficient data was •
accumulated, empirical correlations were developed that gave the source strength as a
function of each particular power history. This approach obviated the need to know the
initial degree of subcriticality (9o) in order to estimate the source that was in turn required
to implement the perturbed reactivity method.

5.3.3 Techniques for SignedSmoothing Q

Signal smoothing techniques were investigated for the purpose of improving the
estimates of both the initial degree of subcriticality and the net reactivity. The two methods
that were found to give the best results were a 'moving average' technique and a 'dynamic

least squares fit.' qP

1. Moving Average Method: The concept underlying the moving average method
is the performance of an averaging calculation over a fixed number of data
points. If a total of N data points are to be used, then the set selected consists
of the data point for the current time step and those for the (N- 1) previous time
steps. Thus, the average is constantly 'moving' because the set of data points •
used in the average calculation moves forward in time as the sample number
increases. In addition to the calculated average, this method provides the
associated standard deviation. Advantages of the moving average method are
that it is simple to implement, that it is ideal for the application of the perturbed
reactivity method to 'static' cases in which 9ukn is constant, and that, once the
desired power level is attained, it generates smoother power profiles than •
competing methods. The primary disadvantage of the moving average method
is that it reacts slowly to changes because the full effect of a change in Pukn
cannot be realized until ali previous values of Pukn have 'moved' out of the set
of data points used in the calculation. Another disadvantage is that it responds
poorly to unknown reactivity perturbations. •

01
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2. Dynamic Leas_ Squares Fi_ Method: The dynamic least squares fit method of
signal smoothing is based on the least squares fit linear regression technique.
The method is 'dynamic' because it is capable of responding to change. A

Q predetermined number of data points are selected in reverse chronological order
beginning with the value for the current time step. A slope and a y-intercept fc,r
a fitted straight line are computed. A standard deviation based on the difference
between individual data points and their respective values predicted by the
equation of the fitted straight line is also calculated. This standard deviation is
then used to eliminate any data points for which the deviations are unusually

• large. For example, it might be appropriate to discard those with differences
larger than three standard deviations. However, in order to allow for abrupt or
sudden changes, the current data point is always retained in the calculation.
Advantages of the dynamic least squares fit method are that it responds rapidly
to changes in the measured data and that it provides a direct means of estimating

• I_ukn. Relative to this second advantage, l_uknis the rate of change of the
unknown reactivity and the slope given by the least squares fit represents the
rate of change of Pfit. Given that the dynamic least squares fit method provides
Pfit as an estimate of Pukn, the slope of Pfit is an estimate of 15ukn.
Disadvantages of the dynamic least squares fit method are that the method may
lead to numerical instability in the calculation of Pukn if the 15uknterm is

• retained, that it causes time delays which are proportional to the number of data
points used in the least squares fit calculation, and that it is a more complex
algorithm than the moving average method.

5.4 Ex_rimcntal Evaluation of th_ PerturbedReactivity Method

• The perturbed reactivity method was initially evaluated by simulation and then
through open-loop trials. Once judged to be effective, it was used for the automated startup
of the 5-MWt MIT Research Reactor under conditions of closed-loop, digital control. A
total of 175 separate runs were performed. First, sensitivity studies were conducted to
compare signal smoothing techniques, to evaluate numerical methods, and to assess the

• efficacy of the reactor models used to implement the perturbed reactivity method.
Automated startup experiments were then performed in which reactor power was increased
from source level to 50 kW on a 50-s period. Experiments were initiated with the reactor
exactly critical and then repeated with the reactor subcritical by a greater amount for each
successive run. Automated startups were also done with the reactor initially in a fully
shutdown (- 8350 ml3) state. The technique was shown to be both effective and reliable.

• Selected results are shown here.

Figures 5.4-1 and 5.4-2 are from one of the experiments that was performed to
evaluate the perturbed reactivity method for automated startups under conditions of static
subcriticality. Shown in Figure 5.4-1 are the power and reactivity profiles obtained during

@ an automated startup in which the reactor was initially subcritical by 1000 mbeta. The
reactivity plotted is that inserted by the control device rather than the net reactivity. The
power was leveled at the demanded value of 50 kW and the demanded trajectory, a 50-s
period, was attained. Figure 5.4-2 shows the same power profile together with the
estimate of the initial degree of subcriticality. As is evident from this figure, the perturbed
reactivity method correctly determined that quantity throughout the transient. The control

• law utilized for these runs was the alternate MIT-SNL Period-Generated Minimum Time
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Control Law. This law, which is a form of period-generated control, is excellent for
trajectory tracking. The rapid insertion and removal of reactivity upon both transient
initiation and termination is a characteristic feature.

O
Figures 5.4-3 to 5.4-6 show the power and reactivity profiles obtained during an

automated startup from deep subcriticality. The version of the perturbed reactivity method
utilized was that associated with the direct use of the point kinetics relations for the model.
For this particular experiment, the MITR-II had been operated at full power, 4.9 MW, for
277 hours and then left in a fully shutdown condition for 1 hour. The reactor is equipped
with six shim blades, each of which is worth about 2 Beta. One of these may be connected •
to the digital controller. The following protocol was observed. Upon satisfaction of ali
administrative and license requirements [28], the digital controller was activated and
directed to raise the reactor power from the shutdown level, which was a few watts, to 50
kW on a 50-s period. It was, of course, impossible for the controller to achieve this
because the automated blade was only worth 2020 ml3 and the reactor was shutdown by
several times that amount. Accordingly, the controller fully withdrew the automated blade. •
At this time, the digital control action was halted and the licensed console operator directed
to reshim the reactor in such a manner that there was no net change in the criticality
condition. The result of the reshim process was that the automated control blade was again
fully inserted and the remaining five blades were uniformly withdrawn by a distance
corresponding to the reactivity worth of the automated blade. The digital controller was •
again activated and the above process repeated until the degree of subcriticality became less
than the worth of the automated control blade. The digital controller then took the reactor
critical and achieved the demanded power level. The four figures should therefore be
interpreted as a single series with Figure 5.4-3 corresponding to automated control action
prior to the first reshim, Figure 5.4-4 corresponding to automated control action prior to the
second reshim, and so on. As determined by the perturbed reactivity method, the total Q
reactivity inserted was 8350 m_3. Of this, 7850 m_l was inserted by the automated control
blade and 500 m_3manually. The latter action was taken to avoid a fifth reshim. The 8350
m_3figure was verified upon completion of the automated startup by performing a reactivity
balance calculation. This calculation gave a figure of 8340 m_ which, within the limits of
experimental accuracy, was in excellent agreement with that provided by the perturbed •
reactivity method.

Figures 5.4-3 to 5.4-6 show the degree of subcriticality that was estimated by
applicauon of the perturbed reactivity method to the above startup. If the method was
accurate, then the value shown in Figure 5.4-3 which was for the initial phase of the
startup, would be 8340 ml3. For Figure 5.4-4, which shows the calculated data obtained •
after the first reshim, the correct value for the initial reactivity was (8340- 2020) or 6320
ml3. For the next figure, the correct value was 4300 ml3. At the beginning of the final
figure, the correct value for the initial reactivity was 2280 and at the end of that figure (i.e.,
after the manual addition of 500 m_3)it was 1780 ml3.

Q
Examination of the above figures shows that the calculated value of the initial

reactivity was accurate at the outset of the startup. This was to be expected given that the
source strength had been accurately determined. The accuracy of the calculation
subsequently deteriorated somewhat and then recovered. In general, the calculation was
most accurate during the latter stages of each segment of the startup.

O
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Figures 5.4-7 and 5.4-8 are from a test series that was conducted to demonstrate the
efficacy of the perturbed reactivity method when implemented under conditions of dynamic
subcriticality. That is, the quantity Ibuknwas retained and solved for using the
aforementioned least squares fit approach. Shown are the power, net reactivity, and initialQ
degree of subcriticality obtained for an automated startup that was performed with the
reactor nominally subcritical by 1000 ml_. The digital controller was directed to raise the
reactor power to 50 kW on a 50-s period and the perturbed reactivity method was used to
estimate the initial degree of subcriticality. As is evident, the power maneuver was
completed satisfactorily.

O
5.5 Assessment of Perturbed Reactivity Metllod

A technique for the estimation of a reactor's initial degree of subcrficality has been
derived and experimentally demonstrated. This concept, which has been designated as the
perturbed reactivity method, functions by separating the net reactivity that is present in the

• reactor into that associated with a planned perturbation and that associated with ali other
effects including feedback, movement of control devices not used to create the perturbation,
and the initial degree of subcriticality. The first of these two reactivities is referred to as
'known' while the other is termed 'unknown.' Knowledge of the magnitude and rate of
insertion of reactivity associated with the known perturbation and observation of the

• resulting reactor period allows calculation of the unknown reactivity. If this is done for a
reactor startup, the unknown reactivity will be the initial degree of subcriticality which is a
constant. Repeated calculations can therefore be made of this one quantity and the accuracy
of those calculations improved through use of signal smoothing techniques, such as the
moving average and the dynamic least squares fit methods. The efficacy of the perturbed
reactivity method was demonstrated through both simulation studies and on-line

• experimental trials conducted under conditions of clc,sed-loop, digital control on the 5-MWt
MIT Research Reactor.

The significance of the perturbed reactivity method is that it allows a reactor's initial
degree of subcriticality to be determined on-line during an automated startup. This

• information can then be supplied to a model-based control law which in mm permits power
ascension to be achieved on a demanded trajectory. Potential applications of the concept
include the automated startup of both spacecraft and m,dti-modular terrestrial reactors.

Q
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6. Exoerirnental Cornoarisonof Trajectory Trackine Technioues(1)

This chapter presents the results of an experimental comparison of feedforward
• control mchniques for the trajectory tracking of reactor neutronic power. This research

was undertaken as part of a systematic effort to assess the potential for applying robotic
control concepts to the operation of multi-modular reactors. For example, the resulting
control law could be used to adjust power in a slow but deliberate manner so as to limit
thermal stress during plant heatups and cooldowns. Included in the comparison were pure
feedforward control in which the actuator signal is found solely by processing a demanded

• outputthrougha systemmodel,hybridfeedforward/fcedbackcontrolinwhichtheactuator
signalisobtainedby summing feedforwardand feedbackcomponents,and period-
generatedcontrolinwhichfeedbackisusedtoupdatethedemandedtrajectorypriortoits
beingprocessedthroughthesystemmodelforcalculationoftheactuatorsignal.Thislatter
approachwas foundtobe themosteffective.Inadditiontotheexperimentalresults,
discussionsaregivenofboththerationaleformodel-based,feedforwardcontroland the@
designsofthevariouscontrollers.

6.1 StatementofProblem

One ofthemajoraccomplishmentsoftheMIT programon thedevelopmentand
• experimental evaluation of advanced control concepts for nuclear reactors has been the

MIT-SNL Period-Generated Minimum Time Control Laws, which combine a rigorous,
non-linearmodelofa reactor'sdynamicswithproportional-integralfeedbacktoachievethe
desiredsystemresponse[2,3].While period-generatedcontrolhad been shown
experimentallytofunctionexceptionallyweil,itwas recognizedthatitwas onlyoneof
many techniquesthatcouldbeusedforthetrackingofademandedtrajectory.Many ofthe

• other options are being explored as pan of on-going research in robotics [65]. Hence the
intent here to identify the relative merits of those concepts through experimental
comparison.

6.2 Rationale for Feedforward Control
O

The most commonly employed method of control is error-driven feedback. Figure
6.2-1 illustrates this approach. An error signal, e(0, is obtained by comparing the output
of the process, n(0, to a reference, _(t). This signal is then sent to the controller which
multiplies it by a grAn coefficient to obtain the control signal, u(t). The resulting control
action can be impr:)ved through the addition of terms that reflect both the integral and the

I derivative of the errorsignal. The resulting controller is of the form:

u(t) = kpe(t) + kiJe(t)dt + kdf(t) (6.2-1)

where kp, ki, and kd are the gain constants for the proportional, integral, and derivative
411 terms. This mode of e,mtrol is termed proportional-integral-derivative (P-I-D). Its most

salient feature is that no use is made of r_system model. In fact, Equation (6.2-1) is so
general that it could be applied equally well to control reactor power, the location of a
robot, the level in a tank, or virtually any process requiring positional control.

• (I)Thischapterisbasedon workperformedbyShingHeiLau underthedirectionofDr.
JohnA.BernardandProfessorDavidD.Lanning.
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Purefeedbackcontrol,asrepresentedby Equation(6.2-I),oftenexhibitscertain
deficiencies.First,anerrormustexistbetweentheobservedanddemandedsystemoutputs
inorderforacorrectivecontrolsignaltobegenerated.Thus,theperfectmatchofanactual
toa demandedtrajectoryisnotpossible.Second,becauseno useismade ofa system

• model,a feedbackcontrollerhasnomeansofrecognizingthecorrectactuatorsignaluntil
theerrorsignalismade zero.Thiscanresultinanoscillatoryresponse.Third,highgains
areoftendesiredso that_rturbationscan be rapidlyovercome.However,thereare
physicallimitstothespeedatwhichanactuatorcanrespondand,evenifachievable,the
useofhighgainstooffsetpoorperformancemay be unsafebecausehighgainswill
amplifyinaccuraciesinparameterestimatesand noise.Also,theiruse may leadto

• instability.Fourth,controllergainscannotbetreatedasconstantsfornon-linearsystems.
A setofgainschosento properlyexecuteone typeof transientmay resultinpoor
performanceforanother.Fifth,theselectionofthegainsisempiricalandhencetime-
consuming.

• Fccdforwardcontrol,whichincorporatesarigoroussystemmodelinthecontroller,
offersthepossibilityofeliminatingsomeofthedeficienciesassociatedwiththepureerror-
drivenapproach.Forexample,thepresenceofthemodelallowscalculationoftheproper
actuatorsignalforagivensystemload.Thuscorrectiveactioncanbeinitiatedassoonasa
loadchangeoccurs.Formany processes,thecostofdevelopingandcalibratinga modelis
notjustified.However,theuseofa model isa necessityifpropercontrolistobe

• accomplishedofsystems,suchasnuclearreactors,thataretime-delayedandnon-linear.

6.3 FcedforwardControl

The characteristicfeatureoffecdforwardcontrolisthata model ofthesystem's

• dynamicsisusedtodeterminetheactuatorsignalno,cd toachievea givendemand.This
processisoftenreferredtoasan'inverse'calculationbecausethesystemresponse,which
istheparameterbeingcontrolled,istheinputtothemodelandtheactuatorsignalisthe
output.Feedforwardcontrolisaneffectivestrategyforreducingtheinfluenceofplanned
ormeasurabledisturbanceson thecontrolledvariableofa processsystemand,intheory,
can result in perfect trajectory tracking. Figure 6.3-1 illustrates the concept. Note tha_,

• whilethecontrolledvariableisshown asbeingmeasured,itisnotfedback. Thisis
emphasized by referring to the mode of control shown in the figure as 'pure'feedforward.
A major advantage of feedforward control is that corrective action can be initiated at the
outset (or even in advance) of a known disturbance. There is no need to wait until an error
signal attains appreciable magnitude. Another advantage is that the presence of a model in
the controller makes it possible to determine the correct actuator signal for a given load.

I The searchingandoscillatorybehaviorthatoftenaccompaniestheuseofpurefeedback
controlisavoided.Also,themodelprovidesarationalbasisforselectingsystemgainsand
systemstabilitycanbeanalyzed.The disadvantagesofpurefcedforwm'dcontrolare,of
course,thatthesystem'sdynamicsmust be modeledwithgreataccuracyand thatall
disturbancesmustbeknown inadvance.Suchrequirementsareunrealizable.Hence,itis

• common practicetocombinefccdforwardandfeedbackaction.Controllersofthistypeare
referredtohereas'hybrid'fecdforward/fcedback.Figure6.3-2illustratesthegeneral
concept.The basicpremisetothismethodofcontrolisthatthefeedforwardcalculation
compensatesreasonablywellforthesystemdynamicsandthatfeedbackactionistherefore
onlyneededtocorrectforsmallmodelingerrorsandperturbationsofunknownorigin.
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The architecturesshown in Figures 6.3-1 and 6.3-2 were both used to design
feedforwardcontrollers forimplementationon the 5-MWtMITResearchReactor (MITR-
II). This reactor'score is compact and can therefore be describedby space independent
kinetics. Accordingly, the model chosen for incorporationin the feedforwardcontroller
was the alternate dynamic period equation. The parameterchosen for the actuator signal •
was the rateof change of reactivity. This choice was advantageous because it meant that
both the speed and direction of the reactor's control device were determined by the
controller.

Figure 6.3-3 shows the structureof MITR-Irs neutronic power pure feedforward Q
controller. Its purpose is to cause the observed reactorpower, n(t), to track a particular
trajectory,nal(t).This is done by translatingthedesiredtrajectoryinto a demandedinverse
period, C0d(t),and then processing that demand througha system model to obtain the
appropriateactuator signal. Application of this signal to the reactor'scontrol devices
shouldcause reactivity to be adjusted in such a way that the observed power does in fact
track that demanded. Note that no use is madeof feedbackin this controller. The observed @
reactor power and inverse period are measured, but these are used only to update the
model. No corrective control action is generated. The governing equation for this
controlleris:

Pc = l_,-l(nd,O_d,n,0_) (6.3-1) •

whereali quantifies are time-dependentand symbols aredefined as:

Pc is the rate of change of reactivity to be suppliedby the actuator,

1_.-1 is thereactor model, @

na is the demandedpower,

is the demandedinverseperiod,

n is the observedpowerlevel, and

m is the observed inverse reactor •

The reactormodel is denotedas an inversebecauseit is being used to solve for theactuator
signal. Upon substitutionof the alternatedynamicperiodequationfor the model, Equation
(6.3-1) becomes:

D

Pc(t) - (_- P(t))°)d (t)- _'e(t)p(t) - 2 _i(_'i- _'e(t)) -

+f(t) +f[(c0(t))2+ i'e(t)m(t)] (6.3-2)
¢

where the superscript (.-) denotes a modeled parameter and symbols not previously defined
are:

istheeffectivedelayedneutronfraction,
!

_'e is the effective,multi-groupdecay parameter, @

t



-78-
0

0



-79-
' O

p isthenetreactivity,

_i istheyieldoftheithdelayedneutronprecursorgroup,

isthedecayconstantoftheilhdelayedneutronprecursorgroup,
O

f)f istherateofchangeofreactivityassociatedwithtemperature-inducedfeedback,

l* isthepromptneutronlifetime,and

rb istherateofchangeoftheinversereactorperiod.

The controllerarchitectureshowninFigure6.3-2was alsousedtodesignacontrol •
systemfortheMIT ResearchReactor.However,thisprocesswas somewhatambiguous
becausethemannerinwhichthefeedforwardandfeedbackactionsaretobecombinedis

notspecified.A typicalapproach,and onethathasbeenexploredforrobotics[65],is
simplytoadd theoutputofthefcedforwardandfeedbackcomponents.Thisconcept,as
applied to the MITR-II, is shown in Figure 6.3-4. The governing equation is: •

15c= _-l(nd,C0d,n,c0,) + kp(nd - n) + kd(COd- o)) (6.3-3)

where ali symbols are as previously defined. Equation (6.3-3) is referred to here as a
'hybridfeedforward/PD-feedbackcontroller.' •

There_3no theoreticalreasonforcombiningthefeedforwardand feedback
componentsthroughsimpleadditionand,asobservedduringtheexperimentalevaluations,
this approach i_ not particularly effective. A better idea is, as advocated by Shinskey [66],
to use the fec_._backcontroller to update the feedforward action. This is the approach
embodiedbytheMIT-SNL period-generatedminimum timecontrollaws,thestructureof •
which isshown inFigure6.3-5.The basicideaisasfollows.A comparisonof the
observedanddesiredsystemoutputsisusedtoupdatethedemandedtrajectoryatevery
samplinginterval.Thismodifiedtrajectoryisthenprocessedthroughaninversemodelof
thesystemdynamicstoobtaintheappropriateactuatorsignal.Thismode ofcontrol,which
originated at MIT, has been designated as 'period-generated' because it was first •
formulated in terms of a demanded reactor period. More recently, it has been extended to
systems that are to be controlled according to a demanded velocity [67]. The governing
equations are:

e(t)= ln[nd(t + jar)/n(t)] (6.3-4) O

a)d(t) = le(t) + (1 / Ti)_ e(t)dt + Td(_(t)] / jar (6.3-5)

f)¢(t) = (_ - p(t))C.0d(t) - _'e(t)p(t)- Z_i(_.,- _'e(t))- *

_f(t) + l*d)(t) +/*[(co(t)) 2 + _'e(t)c0(t)] (6.3-6)

where ali symbols are as previously defined except that j is the number of sample intervals
by which the calculation of the demanded power level should be advanced in order to
satisfy stability criteria [41]. Also, Ti and Td are the integral and derivative times •

O
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respectively. Equation(6.3.4) defines the trackingerrorby comparisonof the demanded
and observed power levels. Equation (6.3-5) uses this error signal to modify the
demandedtrajectory.If thepoweris beingraisedon the desiredpath, the quantitymd will

@ remain as originally specified. However,it"a deviationhas occurred,tod will be updated
so as to drive the observedpower backto the demanded trajectory.Equation(6.3-6) is the
feedforwardmodel from which the actuatorsignal is computed. The difference between
pure feedforward (Equation(6.3-2)) and period-generated control (Equations (6.3-4 to
6.3-6)) shouldbe clearlyunderstood. In the former,the demandedinverse period is never
altered. In the latter,it is updatedatevery sample ste_ by meansof a feedbackaction that

• comparesthedemandedandobservedpower profiles.

6.4 ExnerimentalEvaluation

Experiments to evaluate the various feedforwardcontrollerswere conducted under
conditions of closed-loop digital control on the 5-MWt MIT Research Reactor. A

• previously approvedprotocol was observed in orderto ensure safety [1]. Figure 6.4-1 is
from a trial of the pure feedforwardcor_roller, in which the reactor power was to be
increasedfi,om 1000 kW to 1500 kWon a demandedperiod of 100 s. The transient should
have been completed in 41 s. As is evident fromthe figure, the power was raised to 1500
kWbut 55 s wererequired. This indicates that while the model was basically valid, it was

@ not perfect. Furthertests were made of this controllerin which reactivityperturbationsof
unknown origin were deliberately introduced. As was expected, the controller's
performance was poor. Figure 6.4-2 shows the performance of the hybrid
feedforw_D-feedback controllerunderthe same conditions. This controller'sgains had
been optimized and, as would be expected, performance was much improved with the
transient being completed in 35 s. However, the controller'sresponse to perturbationswas

@ marginal. Figure 6.4.3 shows this for a run in which power was to be raised from 1000
kW to 1200 kW on a 100-s period. A negative reactivity perturbationwas deliberately
introducedat 40 s. The controllercorapensatedfor this by furtherwithdrawingthe control
device. However, this compensation was insufficient and the power drifted below the
setpoint. The addition of integral feedbackaction improvedthe situation. This is shown in

@ Figure 6.4-4 which presents the performance of a hybrid feedforw_ID-feedback
controller with a negative reactivity perturbationof unknownorigin introduced at 50 s.
Figure 6.4-5 shows the results from a trial of the period-generated controller in which
power was to be raisedfrom 1000kW to 3000 kW on a 50-s period. Positive and negative
reactivityperturbationsof unknown origin were inmxiuced at 100 s and 200 s respectively.
The continuer didquite well, with the demandedpower e,ttaine_in 50 s as comparedto the

@ expected55 s. Also, the recoveryfrom bothperturbationswas quite rapid.

6.5 /ig__-__smentof FeedforwardControl Technioues

Feedforward control refers to the process whereby an actuatorsignal is calculated
@ by processing a demanded system output through an inverse model of the system's

dynamics. If the model is accurateandif there areno unknownperturbations,application
of thiscalculatedactuatorsignal to the actualprocessshouldthen cause the observedoutput
to conformto thatdemanded. The procedurecan be improvedbycombining error-driven
feedback with the model-based feedforwamcalculation. Methods for implementing this
mode of controlinclude totalreliance on the system model, the summationof f_orward

• and feedback components, and the use of feedback to modify the feedforward action.
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Experimentswereconductedon the 5-MWt MIT Research Reactorin whicha comparative
assessment of each of these options was made. These experiments involved increases of
reactor neutronic power under conditions of digital, closed-loop contxol. It was found that

• superiorperformance is obtainedwhen feedbackis used to updatethe demanded trajectory
at every sampling interval. The advantage of this approach is that the model-based
feedforward action allows for non-linear dynamics while the feedback corrects for
modeling errors and perturbations of unknown origin.
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7. Simulation of PWR-T__vpeMulti-Modular Power Plants (1)

This chapter describes the development and numerical testing of a simulation
program for a PWR-type multi-modular power plant. As many as four modules may be

Q included in the simulations. This simulator has been designated as PMSIM which stands
for PWR-type Multi-modular power plant _2H, ulation program. Presented here is a
summary of the governing equations for the plant subsystem models, the corresponding
numerical solution methods, and the results of numerical evaluations.

• 7.1 S_tement of Problem

The principal objective in developing PMSIM was to facilitate studies on the control
of multi-m_dular power plants. Of particular interest was the maintenance of steam
generator level within allowed bands and the coordination of neutronic power between
modules. This meant that PMSIM had (1) to replicate steam generator level dynamics

• including 'shrink and swell' effects; (2) to simulate major plant and module parameters
including module powers, primary coolant temperatures, and steam flowrates during both
power increases and decreases; and (3) to model the main steam line common he.ader.

In multi-modular plants, the theamal-hydraulic behavior of both the steam generator

• and the main steam line header determines the steam flowrate from individual steam
generators. Thus, each module in PMSIM consists of a neutron kinetics routine, a model
of the heat transfer from fuel to coolant, a one-dimensional primary coolant loop model, a
steam generator model, and controller simulation model. Each of thr _;eis combined with
the main steam line header model. A total of four modules are simulated.

• Some features were not modeled in PMSIM. For example, models of instruments
and measuring devices are not included. Instead it is assun:ed that plant variables are
measured without any time delay. _: Measurement noise on the princi,-al plant
variables is considered.) Also excluded are the dynamics of the various actuators. Thus, it
is assumed that control rod drives and feedwater regulating valves act perfectly and without

• delay. Finally, pressurizer, turbine-generator, and condenser models are not included.
Instead, steam flowrate from the main steam line header through the turbine control valves
is specified on the basis of energy conservation and the temperature of the feedwater is
specified as a function of turbine power.

The development of PMSIM benefitted from previous work done both at MIT and
@ elsewhere to develop PWR simulation programs. In the early 1980s, Strohmayer

developed a dynamic simulation program for a vertical, U-tube steam generator [68]. This
program uses one-dimensional conservation equations of mass, momentum, and energy
and predicts the steam generator level dynamics, especially 'shrink and swell' effects.

,_ Choi modified this model to improve the simulation of steam generator level dynamics
during low power operation and used it to design a model-based digital steam generator

@ level controller [69].

In Korea, Auh developed a PWR transient and accident simulation program that
runs on a micro-computer [70]. This program includes a two-fluid pressurizer model, a

@ (1) This chapter is based on work performed by Keung Koo Kim under the supervision of
Professors John E. Meyer and David D. Lanning.

@
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boilingpotsteamgeneratormodel,anda point-kineticscoremodel.At MIT, S.P.Kao
developeda multiple-loopprimarysystemmodelfora PWR powerplant.Thiswas the
first'whole-plant'simulationmodel [71]. lthas sincebeen extendedtoa version

designated as Pressurized Reactor Interactive Simulation Model (PRISM) [721. PRISM @
includes neutron kinetics, heat transfer from fuel to coolant, a multiple-loop primary
coolant system, a pressurizer, and a steam generator. In Japan, a real-time, accident-
tracking PWR simulation program has been developed to investigate small break loss-of-
coolant accidents [73]. Cabral developed a three-dimensional, thermal-hydraulic simulation
model for a reactor core [59]. '_is simulation program consisted of a three-dimensional
heat transfer and fluid flow model of the reactor core with neutron kinetics, a primary •
coolant loop model, and steam generator models similar to those of S. P. Kao. P.W. Kao
developed a three-dimensional neutronics model using analytical nodal methods [58].
Aviles combined the Cabral and P. W. Kao programs to create a space-dependent
simulation program [60]. However, because he focused on the plant's primary side,
especially the reactor core, his simulation program does not simulate the secondary side
except for a boiling pot steam generator model. I

Although of value, the previous MIT work was focused on PWRs and therefore
could not be used directly to construct PMSIM. For example, Strohmayer and Choi do not
address primary-side simulations and the others use a boiling pot steam generator model
which cannot describe variations in steam generator level. As regards previous MIT work I
on the multi-modular power plants, Waltrip had developed a simple simulation program
[74] for application to a multi-modular liquid metal cooled reactor. However, it could
handle only one power module and therefore could not be used for the study of unbalanced
load operation. Also, a simulation program for LMR-type multi-modular power plants is
under development at the Oak Ridge National Laboratory (ORNL) [75]. It uses a parallel
computer, i

7.2 Basis of PWR-Type Multi-Modular Power PI'_L$

Figure 7.2-1 is a schematic of the PWR-type multi-rnodular plant on which PMSIM
is based. For the most part, data for a typical four-loop PWR were used. Specifically, for Q
the fuel rod structure, PWR fuel rod geometry data was used. For the steam generators,
Westinghouse type rF' units were assumed. Typical plant and steam generator data were
taken from Kao [72] and Choi [76] respectively. Table 7.2-1 lists many of the
characteristic values used in the multi-modular power plant simulation program.

Two assumptions are made in modeling the reactor core and primary coolant •
system. First, because a module's power is only one fourth that of a typical 1100-MWe
PWR, the core volume is treated by dividing it by four and placing it in four identical
modules. Second, the momentum equation is not solved in the primary coolant system
model because primary pressure and coolant flowrate remain nearly constant over the range
of transients studied. •

7.3 Models Used in Multi-Modular Plant $im01ator

Described here are the various models used to construct PMSIM. Included are
those for the neutron kinetics, the fuel temperature, the p_imary coolant system, the steam
generator secondary side, and the main steam line cormnon header. The latter two are Q

O
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• Figure 7.2-1 Schematic Diagram of PWR-Type Multi-Modular Power Plant.

O
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Table7.2-1

PWR-Type Multi-M0dular l%wer Plant Parameters Used in PMSIM
O

1. P_I_

Number of powermodules 4

Totalpower of multi-modularpowerplant (MWt) 3411 •

Powerof individualmodule(MWt) 853.

Heat generatedin the fuel (%) 97.0

Heatgeneratedin the moderator(%) 2.6 •

Prin.aryheat perpump(MWt) 4

2. Core •

Volume of coolant (m3) 17.33

Mass of fuel (Mg) • 25.25

Mass of cladding (Mg) 5.775 Q

3. Primary_CoolantSystem

System pressure (MPa) 15.5 •

Coolant flowrate (1rig/s) 4.473

Upper plenum volume (m3) 41.69

Inlet plenum volume (m3) 10.1zt •

Downcomer volume (m3) 19.61

Lowerplenum volume (m3) 23.7

Hot leg volume (m3) 3.07 •

Suction legvolume (m3) 5.13

Cold leg volume (m3) 2.57

O
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Q

4. F.IIt,

Total number 12738

Fuel material UO2

Density (% of theoretical UO2 density) 95

Pellet diameter (mm) 8.2

• Cladding inside diameter (mm) 8.36

Rod outside diameter (mm) 9.5

Rod height (m) 3.65

• Total heat transfer area (m2) 1386.5

Gap heat transfer coefficient (W/m2 K) 5678

• 5. [_eaetivi_tyParameter_

Doppler temperature coefficient (pcm/K) -5.2 ~ -1.8

Moderator temperature coefficient (pcm/K) 0 ~ -63

• Boron reactivity coefficient (pcm/ppm) -12.5 ~ -7.5

Delayed neutron fraction 0.0075

Prompt neutron lifetime (_) 19.4

O
6. Steam Generator

Type U-tube

Q Full load pressure (MPa) 6.89

Heat transfer area (m2) 5110

Primary side flow area (m2) 1.05

• Tube outside diameter (mm) 17.48

Tube inside diameter (rnra) 15.44

Tube metal mass (Mg) 39.69

O

O
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given in some detail becausemajorportionsof them weredevelopedas partof the research
reportedhere.

7.3.1 NeutronKinetie_Model 6

A point kinetics model is often sufficient to simulate reactorpower for control
studies and hence such a model was assumed here. Should the need arise to consider
spatial effects, the more complex model described in the report entided, "Closed-Loop
Digital Control of Nuclear Reactors Characterized by Spatial Dynamics," could be
substituted[4]. The point kinetics equationsare: O'

-- N

_t P(t)- 13T(t) + _'iCi(t) (7.3.1-1)T(t)= _ i=l

@

daCi(t) =/_T(t)- 2_iCi(t) i=l, 2,..., N (7.3.1-2)

where T(t) is the amplitude_function and is a weighted integral of ali neutrons in th_ecore,
P(0 is the net reactivity, 13i is the fractional yield of the ith precursor .group, 13is the
effective delayed neutronfraction, Ci is the conl:entrationof the irt precc,'sorgroup,ki is •
the decay constant of the lth precursorgroup, 1- is the promptneutronlifetime, and N is
the numberof delayed neutronprecursorgroups. The above equationswere simplified by
tak_g the amplitudefunctionto be the reactorneutronicpower.

The total reactivity present in a reactor is produced from several different Q
mechanisms and includes the following:

1. Control Reacti_ty: In a PWR, changes in power can be instigated either by
moving control rods or by altering the concentration of the boron that is
dissolved in the primary coolant. Movement of the control rodscan be done
morerapidly than can adjustmentof the soluble boron concentration. Hence,
rod movements are used here to initiate transients.

2. Feedback Reactivity: Neutron levels affect heat and xenon production.
Consequently fuel and moderator temperature changes and variations in xenon

concentrationaffect reactivity. @

Provided that the shape of the neutron distribution remains constant, each of these
reactivitiescan be addedlinearly as shownby the following expression:

9 = APnxl+ Apf + APm+ APXe + APB (7.3.1-3) •

where Agrodis the control rod reactivity, Agf and APmare the fuel and moderator feedback
reaetivities respectively, APx e is the xenon reactivity, and APB is the soluble boron
reactivity. The symbol Ameans difference between current value of each variable and its
initialvalue. @
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Because a control rod's reactivity worth depends on the rod's position, a
predeterminedreactivitycurveis incorporatedin the model. A detailed, space-dependent
reactor physics code was used to generate this relation from a typical PWR and the

Q resultingdata was fitted to a parabolicequation. Figure7.3.1-1 shows this reactivityworth
curveas a functionof equivalentrod position.

In powerreactors,fuel andcoolant feedbackreactivitychanges aredeterminedfrom
temperaturecoefficients thataredefined as the ratio of the totalreactivity change to the fuel
(orcoolant) temperaturechange. Thus,

e

Apf = atf (T)dT (7.3.1-4)
To

O

Ap. I T= 0[Wm(T)dT (7.3.1-5)
Tmo

where (ZTfand (XTmarc the fuel and moderator temperaturecoefficients, andTfoand Tree
• arethe reference fuel and moderatortemperatures,respectively. As shown in the above

equations, the fuel temperaturecoefficient is a functionof the fuel temperature. Similarly,
the moderator temperaturecoefficient depends on the moderator temperature and also
perhapson the boron concentration in the moderator. Typical PWR fuel and moderator
temperaturecoefficients, shownin Figures7.3.1-2 and 7.3.1-3 respectively, were fittedto

B a polynomialandusedin the simulationprogram.

Boron reactivity can be calculated from the measuredboron concentration and a
'dissolved boron reactivity'coefficient. A typical dissolved boronreactivity coefficient is
shown in Figure 7.3.1-4. Feedback reactivity resulting from changes in xenon
concentrationwas also included in thesimulation.

O
7.3.2 FuelTemt_-ratureModel

The average fuel temperature was needed in order to estimate both the fuel
temperaturefeedbackreactivityand the thermalpower transferredfrom the fuel rodsto the
coolant. In a typical PWR primarycoolant system, the thermal transportpath proceeds

Q from a point of fission energydeposition within solid fuel, throughlayers of fuel, through
gas at the interfaceof the fuel and cladding, and then throughthe cladding to the interface
with the light-water coolant. In order to simulate these processes, a doubly-lumped-
parameter model was adopted as shown in Figure 7.3.2-1 [79]. The thermal energy
balanceequations of the fuel andcia&lingregions werewrittenas:

• 1. _:

MfCf d__. = (__(_g (7.3.2-1)dt

• where Mf is the fuel mass,

O



-96- •

| | ! l

4000- _. 6
3OOO

J

Q

0 i I

0 2 4 6 8 10

Equivalent Rod Position (m)

BankA _ Q
Bank B

i_mk C--
Bank D

Figure 7.3.1-1 ControlRod WorthVersus Control Rod Position [77].
I

-2.0 "

,_ -2.5 •

-3.3 "

0
-4.0 i i ,i

400 500 600 700 800

FuelTemperature ('C)

Hgure 7.3.1-2 Fuel Temperature Reactivity Coefficient [77]. @

@



-97-

Q

@

Figur¢7.3.1-3 ModeratorTemperatureRcacdvitYCoefficient [77].

586OF

• -g.o ss7 °F

-9.0 500OF

-10.0 400°F

® 300°F
200°F

-II.0

Ioo°F

-12.0

0 _ -13.0

-14.0
ca

-15.0
2O0O

@ "_6"00 2OO 4OO 6OO 800 tO00 1200 1400 1600 tS00
soto_Concen_ationtr,ml

@ Figure7.3.1-4 Dissolved Boron Reactivity Coefficient [78].

@



-98-
0

Cladding
@

Gap a

@

Fuel Re "
b

@
C

Q

@

Figure7.3.2-1 TypicalFuel RodCrossSection.

@

@

®

O



Q -99-

Cf is the specific heat capacity of the fuel region,

Q Tf is the average fuel temperature,

(_ is the heat generation rate within the fuel region, and

(_g is the heat transferrate from fuel to cladding.

• 2. Cladding Re,on:

MclCcl dTcl = (_g - (_th (7.3.2-2)dt

• where Mcl is the cladding mass,

Ccl is the specific heat capacity of the cladding region,

Tel is the average cladding temperature, and

• (_th is the heat transferrate from the cladding to coolant.

To solve Equations (7.3.2-1) and (7.3.2-2), it is assumed that heat transfer coefficients
derived from steady-state relationships between the radial average temperatures of fuel,
cladding, and coolant are maintained during transients. These heat transfer coefficients,
which are designated as Rg and Rc, are defined as through the relations:O

• and

Rc

@ where N is the total number of fuel rods and L is the length of a fuel rod. Rg and Rc can
then be expressed as:

1 1fc2/blRg = _ + 2_-ahg + 2_cl c2 - b2 In - (7.3.2-5)0
and

obe:= _ 2_-,_ In +Rc

• 2a:kcl
(7.3.2-6)
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where kf and kel arc the thermal conductivities of fuel and cladding, respectively; a is the
outer radius of the fuel pellet; and b and c are the inner and outer radii of the cladding,
respectively. The quantities h. and hc are the heat transfer coefficients of the gap and the
fuel rod outer surface, respectively.

O

7.3.3 PrimaryCoolant System Model

The primary coolant system transports heat deposited in the fuel to the steam
generator. Accordingly, major concerns in the development of a primary coolant system

model are that time delays associated with heat transfer and fluid transport be accurately •
represented and that the model interface properly to those of the fuel rods and the steam
generators. S. P. Kao developed a one-dimensional primary loop model for a typical
multi-loop PWR plant simulation [7 I]. Cabral also developed a one-dimensional primary
loop model [59]. However, it only solves the mass and energy equations. These primary
loop models were modified for the multi-modular coolant system model that is described
here. Q

The number of control regions in each module's primary coolant system was
minimized so as to represent only the major components. These were the rea:tor core, the
reactor vessel upper plenum, the hot leg and steam generator inlet plenum, the steam
generator tube bundle, the steam generator outlet plenum and the cold leg, and the reactor
vessel downcomer region and the lower plenum. Figure 7.3.3-1 shows the control regions •
assigned in the pfixmry coolant system model. Because the pressure of the prinuu_ coolant
does not change significantly during operationaltransients, pressurizer operation does not
affect the primary coolant temperature. Therefore, instead of including a pressurizer
model, the primary system pressure is given as a user-specified boundary condition.
Similarly, a momentum balance equation was not needed and changes in the primary Q
coolant flowrate are input as a boundary condition. The prinuuT coolant pump in the cold
leg is modeled as an energy source within the coolant. Pump dynamics are not considered
and the pump power input is assumed to be constant.

A typical control region for the primary coolant system model is shown in Figure
7.3.3-2. The donor cell method is used and the 'mixing-cup' enthalpy, hi, is defined in •
terms of the total mass and energy content inside the ith control regioncell. The governing
equations for a given control volume are those of mass and energy conservation. These
are:

1. Mass Conservation: D

dMi = [hi-mi-I (7.3.3-1)
(it

2. Ener_ Conservation:

dU-"L= (rnh)i- (rhh)i-I +(_i (7.3.3-2)dt
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where Mi is the total mass of the primarycoolant in the ithcontrol region,

rh i is the mass flowrateleavingthe ithcontrolregion,

Q U i is the total internal energy of the primary coolant in the ith
control region,

h i is the mixingcup enthalpy leaving the ithcontrolregion, and

O (_i is the heatinputratefor the ith controlregion.

Strohmayer suggested that the mass and energy equations could be combined
because the mass flowrate through the primarycoolant system is approximately uniform
during normal operationaltransients [68]. Therefore,a single mass flowrate in the primary
coolant loop was assumed and treatment of the mass conservation equation was not

• needed. This assumptionis valid for transients in which the temporalvariationof a control
volume's mass is too small to affect the spatial mass flowrate distribution. A further
assumption,and a very validone undernormal operationalconditions, is that the coolant in
theprimarysystem is always single phase. Any vaporthatmight be producedin the hottest
channel of thecore wouldbe condensedin the reactorvessel upperplenumbefore traveling
to the hot leg. Under the above assumptions, Equations (7.3.3-1) and (7.3.3-2) can be

• expressedas follows:

ViPi dui = rh(hi - hi_l) +Qi (7.3.3-3)dt

B _vhereV i is the volume ith_control region, Pi is the coolant densityof the it_hcontrolregion,
ui is the specific internal energy of the lth control region, and rh is the primary coolant
system flowrate.

Internal energy (u) is related to the enthalpy (h), pressure(p), and density (p) by
• the relation:

u = h -p. (7.3.3-4)
P

Thus, for constantdensity,the temporalvariationof the internalenergy can be writtenas:Q

du dh dp
P"_"= P dt dt " (7.3.3-5)

O

• For slow pressure changes, the temporal variation of the pressure can be neglected. Also,
it is assumed that the temporal variation of the static enthalpy of the ith control region
equals that of the mixing cup enthalpy. Under these assumptions, the combined mass and
energy equation can be expressed as follows:

O

O
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M i dhi= rh(hi - hi_l)+Qi (7.3.3-6)dt

where hi does not represent the average enthalpy of the ith control region, but rather the 6
mixing cup enthalpy of the coolant leaving that region.

7.3.4 Steam Generator Secondary Side Model

U-mbe steam generator water level dynamics are complex. In particular, there are 9
counterintuitive effects known as 'shrink' and 'swell.' For example, upon increasing
steam flowrate from a generator, the void fraction in the tube bundle region will increase.
This will cause a temporary rise in level in the downcomer region and hence give the false
impression that mass inventory is actually increasing. Accordingly, a detailed steam
generator model is required. For this purpose, an existing steam generator model, that
developed by Strohmayer [68] and improved by Choi [69], was adopted for the steam •
generator secondary side simulation.

This model is low-order, non-linear, and fast-running. Two salient features of the
model are the incorporation of an integrated secondary recirculation loop momentum
equation and the retention of ali non-linear effects. This model has been validated over a O
wide range of steady-state and transient conditions by comparing results calculated with the
model to experimental data or to other calculated results. Choi modified this model to
improve the simulation of the shrink and swell effects. The modified model uses a
different specific volume profile in the tube bundle region. The original and modified
steam generator models are described in detail by Choi [69].

I
In this model, the steam generator secondary side is divided into four regions.

These are those of the tube bundle, the riser, and the steam dome-downcomer which in turn
is divided into a saturated and a subcooled region as shown in Figure 7.3.4-1. The steam
generator secondary side equations consist of mass and energy conservation relations for
each steam generator region and momentum conservation relations for the recirculation
loop. The system equations were expressed as six, Vn'st-order, coupled, differential I
equations of the form:

t= f(x,(sg,rbs,rhfw,Tfw) (7.3.4-I)

where x is a state vector whose elements are Uo, Vv, <ar>, <an>, Psg, and rhr., and •
where these elements are defined as follows:

Uo is the internal energy of the steam dome downcomer,

Vv is the void volume in the steam dome downcomer, I

<Or> is the void fraction at the riser exit,

<an> is the void fraction at the tube bundle exit,

Psg is the saturation pressure inside the steam generator, •
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rhr is therecirv_lationflowratein the steamgenerator,

rias is the steamflowrate, ,0_

rhfw is the feedwaterfiowrate,

Tfw is the feedwatertemperature,and

(_sg is theheattransferratefromthe primaryto secondaryside. •

In orderto increasethermalefficiencies and to reduceinverseresponseeffects, the
feedwateris often preheatedby the steamextractedfromthe turbine. Thus, the feedwater
temperaturechanges as a function of plant power. In this research, it is assumedthat the
feedwatertemperatureis a knownfunctionof the totalplantpower. Figure 7.3.4-2 shows
the feedwatertemperaRlre as a functionof a module power. •

7.3.5 MainSteamLineCommonHeaderModel

The main steam line common header (MSLCH) receives steam from each power
module and discharges it to the turbine. Because the steam flowrate from each steam O
generatorto the MSLCHdependson the hydraulicconditions that exist between that power
module and the MSLCH, the MSLCH model must include momentum conservation
equations. Figure 7.3.5-1 shows the MSLCH simulation model. The mass, energy, and
momentum conservation equations that are solved consistof:

i) Ma_ ConservationEauation: Q

NM

dMms = _ rhs,i _rhms (7.3.5-1)dt i=l

where Mms is the mass of steam in the MSLCH, Q

rils,i is the steam flowrate fromthe steamgeneratorof the ithpower module,

NN[ is the numberof power modules, and

mms is the steam flowratefromthe MSLCHto the turbine. @

In Equation (7.3.5-I), the total mass in the MSLCH can be replaced by a product of
volume anddensity. Thus,

¢NM

Vmsdpms = Z rns,i- mms (7.3.5-2)dt i=l

wherePmsisthedensityofthesteamandmoisturemixtureintheMSLCH. ltiscalculated @
asfollows:

¢
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(7.3.5-3)
._.1_..--Vf + XmsVfg
Pins

41
whereXms isthesteamquality,Vfisthespecificvolumeofliquid,andVfgistheincrease
inspecificvolumeuponevaporation.Inthesimulationmodel,steamqualiwisgreaterthan
unityifthesteamissuperheated.The quantitydpms/dtcanbeexpandedintermsofstate
variablesas:

dt _Pms dt +Xms dt (7.3.5-4)

where:

• =___Lt( + and (7.3.5-5)OPms p2ms_ OPms OPms

bpms = _ _ms Vfg . (7.3.5-6)• c}Xms

Substitution of Equation (7.3.5-4) into Equation (7.3.5-2) yields the final mass
conservation equation:

_ (7.3.5-7)
D V (C}pm+dPms + C)Pm+dXm+ : Z f_s,i- mms.

ms_c}Pms dt _Xms dt i=l

ii) Ener_ Conservation Equation:

NM

• dUms = _ rhs,ihsg,i _ rhmshms (7.3.5-8)dt i=t

where Urns is the internal energy of the steam in the MSLCH,

@ hsg,i is the enthalpy of the steam flowrate from the steam generator of the ith
powermodule,and

hms is the enthalpy of steam flowrate to the turbine.

Q Similarly, the internal energy of the steam in the MSLCH can be represented by:

Urns = Mmshms - VmsPms (7.3.5-9)

where:

Q hms = hf + Xmshfg.

O
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Insertion of Equation (7.3.5-9) into Equation (7.3.5-8) yields:

NM

Minsk- Vms d_ n_--- _rhs, i(hsg,i- hms) (7.3.5-10) "i--I

where:

dhms - ahms dPms + ahms dXms , (7.3.5-11) •
dt aPms cit _Xms cit

_)hms ahms _ and (7.3.5-12)
aPms - aPms + Xms aPms '

O

ahm_
aXms --- hfs. (7.3.5-13)

Substitution of Equation (7.3.5-11) into Equation (7.3.5-10) yields an energy conservation
equation of the form: •

NMMras\_}Pms-|(¢}hmsdP_ + ahrm dX_mscltaXms -Vms dP_dt--"_t_i(hsg_ - hms)"
i=l qD

(7.3.5-14)

iii) Momentum Conservation Eauation:

The momentum con_-q,-rvationequation through the steam line of the ith power •
module is:

__ (7.3.5-15)I--]lA. = P,s.,-P,-F, i= 1, 2, ..., NM

O

where( L ) is a geomelric parameter that relates the steam flowratt, to the inertia of thei
steamin theilhpowermodule,

Psg.i is the pressure inside the steam genem_ of the ith power module,

Pins isthepressuaeattheMSLCH, and Q

Fi is the resistance through the steam line of the ith power module.

Pressure losses in the line from each steam generator to the main steam header
occurasboththe resultoffriction losseswithin_e pipeitselfandspecificlossesresulting •
fromcomponentswithinthepipeincludingvalve_,restrictors,and severalcurvatures.
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Given that these steam lines are typically 30" pipes, it was assumed that friction pressure
losses were negligible when compared to those resulting from the contained components.
Also, while each line may be different in its length and structure, these differences were not
considered. Thus, the resistance to flow through the steam line of the i/J1power module

0 was expressed as:

Fi=_ + Pins Psg,i
(7.3.5-16)

2PinsA s j'-s

e
wherefristheflowresistance,A sisthecross-sectionalareaofthesteamline,andPsg,iis
thesteamdensityinthesteamgeneratorofthelthpowernaxiule.

7.3.5.1 MatrixRep_resentationofMSLCH StateEouations

-@ The smm equations of the MSLCH consist of mass, energy, and momentum
relations. 3_e stow variables are the pressure and quali_ at the MSLCH and the smam
flowrate from each power module. Equations _.3.5-7), (7.3.5-14), and (7.3.5-15) can be
expressed in mauix form as:

Kt = f(x, Psg_, _ams) (7.3.5.1-1 )O

where:

(7.3.5.1-2)
x =[Pmr Xms, m,,i_r i= 1, 2, ..., NM0

. o,]
@ "Vms/)Pm Vms 0_m_)Pms

A l = , (7.3.5. I-4)

-Vms + Mms ahms M _hms
_}Pms msi_Xms

0

" A2--'dmgi L i-- I, 2, ..., NM (7.3.5.1-5)

O I isa (2xNM) zeromatrix,
@

0 2 isan(NM x 2)zeromatrix,and

= f is a super mauix whose element mauices are fl and f2. The former is
defined as:

I

Q
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"I@,4

Z lhs.i - lhms
i=1

fl- (7.3.5.I-6) ONM

Z fils,i(hsg.i-bins)
i-'-I

and the latter (f2) is an (NM x 1) matrix whose elements arc:
O

fzi - Pms " Pna " Fi, i = 1, 2, ..., NM • (7.3.5.1-7)

7.4 Nmnefical Solution Methods

Described here are both the numerical representations and proc_ures usedto solve •
the models that were developed as partof the multi-modular plant simulator.

7.4.1 F'miteDifference AvDroximationto System Eauations__

The describing equations for each system model were approximated using finite
differences. The resulting relations are given here.

7.4.1.1 Neutron Kinetics Model

In order to solve the point kinetics equations without undue numerical stability
restrictions, an implicit procedure was employed. For this purpose, a method used by q$
Cabral was adopted because it could be executed quickly and because it gave a solution that
was sufficiently accurate for simulation and control studies [59].

Equations (7.3.1-1) and (7.3.1-2) are transformed into finite difference equations
through the use of first-order backwards differences. Thus,

O

T n_Tn-I Pnl._T n N_,t = +_'icn (7.4.1.I-I)
iffil

C" -C "-I _,
- T"-ZtC _ iffi I, 2, ..., N (7.4.1.1-2) O

At

where the superscript n denotes the time step and At is the time step size. In Equations
(7.4.1.1-1) and (7.4.1.1-2), ali state variables arc unknown at the current time step.
Therefore, these equations define a set of linear equations in N+I unknowns. These are of
the form: •

Xn _ xn-I (7.4.1.1-3)
At : f_xn-l'pn)' '

O
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where xn is a column vector of the neutron power and the precursor concentrations at each
time step. The reactivity at the currenttime step is determined from the power demand and
the reactor state variables at that same time step. Thus,

O
n n n n

pa= f(Tf,Tc,CB,X e ,1n) (7.4.1.1-4)

where Tp and Tn represent the fuel and coolant average temperatures, C_ and Xe n are
the boron and xenon concentrations, and In is the control reactivity at the current time step.

O
7.4.1.2 Fuel TemneratureModel

The heat conduction equations, Equations (7.3.2-1) and (7.3.2-2), are solved
explicitly by applying f'trst-orderforward differences to the time derivatives. Thus,

MfC _ = Q"" _ NL (_-' _ _;') (7.4.1.2-I)
Rg t

and

= • (7.4.1.2-2)0

F._tuations (7.4.1.2-1) and (7.4.1.2-2) form a linear equation set in two .unknowns, the
average fuel and cladding temperature. Thus, they can be written as:

0' xn -xn-I = fixn-l,[ Tn-I t_}'_n-l_At ' (7.4.1.2-3)

where x n is a ¢olumn vector of the average fuel and cladding temperatures at the .cu_rr_nt
dme step, Tn-l is the coolant average temperature at the previous time step, and Qn- is

• the neutron power at the previous time step. The property correlations for the fuel and
cladding materials as a function of fuel and cladding temperatures are taken from the
THERMIT program which was developed at MIT [80].

7.4.1.3 ]_imary Coolant System Model

• The difference equation set for the primary coolant system is obtained by specifying
a mass-energy relation of the form of Equation (7.3.3-6) for each control region. Explicit
finite difference equations are then obtained by approximating the time derivatives in those
equations as first-order backwards differences. Thus, the following is obtained for each
node in the model:

O
core:

O

Q
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ReactorVessel U__uperPlenum:

( hn -hnpl) rn(hn-l-hnp 1) (7.4.1.3-1(b)) ,
Mup up =At

HotLe2 andSteamC_neratorInletPlenum:

SteamGen_ TubefPrimarySide_:

Msgp At

Cold L_gandSteamGeneratorOutletPlenum:

O

( /- n-,.Mci = rh(h_ - hcl )+ Qpemp (7.4.1.3-l(e))At

ReactorVessel LowerPlenum:
I

[h[_P- h_p-I)= m(h_-1_hrp-I)
M _p

At J (7.4.1.3-1(f))

wherefollowing subscriptnomenclatureis used:
O

c denotesreactorcore,

up denotesreactorvessel upperplenum,

ld denotes hot leg,
Q

sgp denotessteamgeneratorprimaryside coolant,

cl denotes cold leg, and

lp denotesreactorvessel lowerplenum.
Q

¢_jzzmpis theenergy transferredto thf coolant by the coolant pumpand it is assumedto be
a known constant at ali times. ' n-_Qsg denotes the heat transfer rate from primaryto the
secondaryside of the steam generatorat the previoustime step. Therefore, the above form
a linearset in six unknowns. These are the enthalpiesof each controlregion. Thus,

O
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xn -x n-I = f(xn-l, (_h-l, (_ngl) . (7.4.1.3-2)At

O In order to solve Equation (7,4.1.3-2), the heat transfer rate from the primary to the
secondary side of the steam generator must be known. In order to do this, Strohmayer's
heat transfer model was adopted [68]. In this model, the heat transfer rate to the secondary
side is a function of the log mean temperature difference between the primary coolant and
the secondary saturated temperatures. Thus,

* (_sg = f(Tsgpin, Tsgixmt,Tsgs) (7.4.1.3-3)

where Ts_in and Tsxpout are the primarycoolant temperatures at the steam generator tube
bundle inI_t and outT6trespectively, and Tsgs is the saturated temperature of the steam
generator secondary side.

O
7.4.1.4 Steam Generator Secondary Side Model

Finite difference equations are obtained from Equation (7.3.4-1) by applying first
order forward finite differences to the time derivatives. Thus,

O x n _xn-I

At =r(xn-I".-I mn-l, Qsg , , rh_w1,T_w1) (7.4.1.4-1)

where x n is a column vector whose elements are the internal energy at the bottom of the
steam dome downcomer, the void volume in the steam dome downcomer, the void fraction

O at the mbe bundle exit, the void fraction at the riser exit, the saturation pressure inside the
steam generator, and the recirculation flowrate in the steam generator. Each of these
variables is at the current time step.

7.4.1.5 M_n Steam Line Conunon Header Model

I The finite difference version of Equation (7.3.5.1-1) is:

( /An_ 1 x n-xn-I = , Psg,i,

0
This matrix equation is a linear equation set in (NM+2) unknowns. These are the pressure
and quality of the MSLCH and the steam flowrates from the power modules. The steam
flowrate from the MSLCH at the current time step is calculated from the current load
demand.

@ 7.4.2 NumericalSolutionProcedures

InSection7.4.1,fivesubsetsoffinitedifferenceequationswereobtained.Four
wereforthepowermodulesandonewas forthemainsteamlinecommon header.Figure
7.4.2-Ishowstheinformationflowamong them.The overallplantcanbenow simulated

O by specifyingthedemanded loadand a controllerlogic.In thissection,solution
procedures for both steady-state and transient operations areexplained.

O
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7.4.2.1 Steady-State Simulation

Initialization of the model requires that the module power and coolant average
• temperatures for the module that is operating at the highest power level be specified. Ali

other state variables can then be determined as described below.

Figure 7.4.2.1-I is a flowchart that shows the steady-state solution procedure.
First, the input data is read and all geometries, variables, and arrays are initialized.

• Second, the steady-state system equations are solved. For the primary and secondary
reactor coolant systems, a special procedure is required to allow each power module to
operate at a different load. Figure 7.4.2.1-2 shows the procedure used to solve for the
steady-state, thermal-hydraulic state variables. It is as follows:

I. Solve the primary loop mass-energy equation for the highest-powei" module
Q using the specified reactorpower and coolant average temperatures.

2. Estimate the steam generator pressure in the highest-power module using the
heat transfer constraint from the primary to secondary coolant.

@ 3. Initialize the steam generator state variables using the power and, steam
generator pressure.

4. For the MSLCH, calculate both the pressure of the MSLCH and those of the
steam generators for each power module from the pressure drop through each
steam line.

O
5. Calculate the steam flowrate for each of the other power modules using each

module's power and steam generator pressure.

6. Initialize the steam generator state variables in the other power modules using

@ the power and steam generator pressures.

7. Determine the primary coolant temperatures at the steam generator inlet and
outlet using the heat transfer constraint from the primary to secondary coolant.

8. Determine the core inlet temperature and ali other coolant temperatures for the
-@ other power modules.

Fuel and cladding average temperatures are calculated from the average coolant
temperature and power. The xenon concentration equations are solved to obtain the initial
xenon concentrations. The point kinetics equations are also initialized to calculate the initial
concentrationsof the delayedneutronprecursors. Initialreactivityis assumedto be zero

@ (steady-state).

7.4.2.2 Transient Simulation

Once the steady-state solution has been determined, the transient simulation is
begun. The transient simulation routine consists of a simulation routine for the plant

@ controller as well as the five subsets of system difference equations (one for each power

I
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Figure 7.4.2.1-1 Steady-State Simulation Procedure.
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module and one for the MSLCH). A tandem approachis used to advance the transient
solution. Figure7.4.2.2-I illustrates the transientsimulationprocedure.

1. The boundaryconditions for each time step consist of the demandedload and @
the non-modeledparametersin the simulationprogramincluding the primary
coolant flowrate and pressure, charging flowrate, and soluble boron
concentrationin the chargingflowrate.

2. The t<;,_ctorcoolant system and steam generatorsecondary side equationsfor
each power module are solved simultaneously to give coolant average @
temperaturesand steamgeneratorpressures.

3. The MSLCHequations are solved to determine the steam flowrate from each
power module.

$
4. The fuel and coolant average temperatures are calculated for each power

module.

5. The control action to change control rod motion and feedwater flowrate is
simulated.

@
6. The point kineticsequationsaresolved to calculatethe reactorpower.

The above six stepsare then repeatedfor the durationof the simulation.

7.5 Evaluationof Multi-ModularPlantSimulator
@

In this section, the results of the validation andtesting of the developed simulation
programare described. The validation and testing wereaccomplishedby simulating static
and transient cases using typical Westinghouse PWR plant data. This was necessary
because neitherreferenceplant design data nor areference simulationprogramfor a PWR-
type, multi-modularpowerplantexist. Simulationresults werecomparedwitheither actual t
plant operational data or with the results of other reference programs. It is importantto
note that primary and secondarycoolant conditions for PWR-type multi-modular power
plants are essentially the same as those for a PWR power plant provided that ali the
modules are operated at the same demanded load. Some of the subsystem simulation
models, including those for the steam generator secondary side, steam generator heat
transfer,pointkinetics,and primaryloophad beenpreviouslyvalidated[59,71]. ¢
Therefore,thefocusofattentionherewas thevalidationof theoverallintegrated
performanceof the simulationprogram,PMSIM.

7.5.1 Steady-StateSimulation

Thevalidationof thesteady-statesimulationwas accomplishedby analyses of PWR C
steady-state characteristics. Simulation results were compared with those of the
PressurizedReactorInteractiveSimulation Model (PRISM)[72]oFor these simulationsit
was assumed that ali modules were operated at the same load. Figures 7.5.1-1 through
7.5.1-3 show comparisonsof the averageprimarycoolant temperature,steamflowrate,and
steam generatorpressureas a function of module power. These show that the PMSIM (
programwas functioningproperly.
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7.5.2 Transient Simulation

In order to validate the transient simulation capability of the PMSIM program, the
following cases were analyzed: @

1. Null Transient Simulation: Simulate transients with no perturbations and no
control action and compare the results with steady-state cases.

2. Symmetry Test: Perturb only one of the power modules and compare the
transient behavior of each of the other modules. The initial configurationfor Q
these tests was that ali modules were at a uniform power level.

7.5.2.. 1 Null Transient Simulation

The purpose of this test was to establish the numerical stability of the simulation
program. Given that some of the system differential equations are solved using explicit @
numerical approximation methods, it was expected that there would be a limit on the time
step size. If time step sizes in excess of this limit were attempted, numerical instabilities
would appear. It would have been desirable to calculate this limit from theory. However,
because the simulation program consisted of many complex differential equations, it was
not possible to do this. Therefore, the allowable time step size was found by performing a @
series of transients, each with a different time step size. For the,_ simulations, the initial
power levels of modules #1, #2, #3, and #4 were assumed to be it_0 %MFP (Module Full
Power), 95 %MFP, 90 %MFP, and 85 %MFP, respectively. The null transient was
simulated up to 700 s and calculation time step sizes were increased by 0.01 s until

numerical instability apw.ared. @

Figure 7.5.2.1-1 shows the steam flowrate of module #1 when time step sizes of
0.18 s and 0.19 s were used. If time step sizes of less than 0.18 s were used, neither
oscillation nor divergence of the solutions occurred. However, if a 0.19-s time step size
was used, the solutions oscillated and diverged. Based on these results, it was concluded
that the simulation pmF m had a time step size limit between 0.18 s and 0.19 s and that •
time step sizes less thm_ 0.18 s should be used to avoid numerical instability. Figure
7.5.2ol-2 shows the time behavior of the average coolant temperature and steam generator
pressure for module #1 when 0.18 s and 0.19 s time step sizes were used. Even though
the steam flowrate oscillated dramatically, variations in the average coolant te_ and
steam generator pressure were neglilstble. This means that the determining factor in the
overall time step limit of the PMSIM program is the MSLCH simulation model. According @
to Strohmayer's calculation, the limiting time step size of the steam generator secondary
side model is .-0.7 s [68]. This is larger than the MSLCH time step size limit. Therefore,
the numerical solution method for the MSLCH model should, as partof a future project, be
made implicit. A 0.1-s time step size was used in ali subsequent null transient simulations.

Figures 7.5.2.1-3 through Figure 7.5.2.1-7 show the null transient results when a 0.1-s @
time step was used. Ali plant parametersremained at their steady-state values.

7.5.2.2 Svtmrgtrv Test

As mentioned previously, each module can be operated at a different power level.
Synmaetry tests were carried out to verify this capability. The initial power of ali modules @
was assumed to be 100 %MFP and the following two cases were simulated:
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1. Case 1" Only module #2's power was changed to meet the variation in plant
demand. No perturbationsexcept thermal-hydraulicfeedback effects were
allowed.

• 2. _M.¢,.2:Same asCase#I,butpowerwasperturbedinmodule#4insteadof
module#2.

ThesimulationresultsareshowninFigures7.5.2.2-Ithrough7.5.2.2-10.As shownin
thesefigures,allplantparametersforthethreeuncontrolledmodulesbehavedinthesame

• way in both cases. Also, the controlled modules, module #2 in Case I andmodule #4 in
Case 2, showed the same transientbehavior. Based on these results,it was concludedthat
the PMSIMprogramcouldsimulatemulti-modularpowerplanttransients.

7.6 Assessmentof PMS1MProto'am

• A simulation program for a PWR-type multi-modular power plant has been
developed. This program,which is designated as PMSIM,can simulate up to four PWR
power modules and theirassociated main steam line common header. A point kinetics
model and a single coolant-loop model are used for the primarysystem of each module.
Fuel and coolant thermal-hydraulicfeedback, fission productpoisons, controlrodmotion,

• and chemical shim are included in the reactivity calculations. A U-tube steam generator
model was adapted to simulate steam generatorlevel variations. The MSLCHsimulation
model incorporatesthe moisturecontentatthe MSLCH.

The PMSIM program can reproduce typical PWR steady-state operational data.
However, because explicit numerical approximationsare used in some of the subsystem

• models, the time stepsize is limited to 0.18 s during transient simulations. Verification
tests, in which a symmetricresponse of the associated modules was observed, were used
to determinethatthisprogramcan simulatea PWR-typemulti-modularpower plantduring
transient conditions. In summary, the PMSIM program is more than adequatefor its
intended purpose which is to facilitate the study of control methods for multi-modular

• power plantswhen operatingunderconditionsof unbalancedloads.

O

O
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8. Control of Steam GeneratorLevel(1)

• This chapter describes the design and evaluation of an automatic steam generator
water level controller that ensures satisfactory performance over ali power regions. This
controller is applicable to both conventional PWR and PWR-type multi-modular power
plants. The chapter begins with a review of the difficulties associated with steam generator
operation. Steam generator design, conventional level control systems, and level dynamics
are then summarized. Next, a simplified transfer function model of a steam generator is

• developed and characterized. This is followed by material on the modeling and analysis of
current-generation steam generator level controllers. The proposed controller, which uses
compensators for each parameter that can perturb performance, is then presented together
with the results of an extensive series of simulations in which the new controller's efficacy
is demonstrated.

Q 8.1 Statement of Problem

Steam generators function by transferring energy from the primary coolant to the
turbines where it is converted to electricity. As such, they serve as a heat sink for the
reactor core. For proper performance, the steam generator water level must be held within

• predetermined operating bounds. Too low a level may portend inadequate heat removal
from the core while too high a level may degrade steam quality in the separators, dryers,
and steam outlets. This will in turn cause erosion of the turbine blades. Steam generator
level control is complicated by counterintuitive dynamics. Specifically, an inverse response
effect known as 'shrink and swell' causes the water level to respond initially in manner a
opposite to its long-term asymptotic behavior. This phenomenon is accentuated during

• start-up and low power operation. As a result, it is not uncommon for a human operator to
initiate an incorrect control action when bringing a plant on-line.

Existing analog steam generator level controllers use both level and flow
measurements to generate the appropriate control signal. The former provides feedback

@ based on the actual level error while the latter is a feedforward action that anticipates a level
error. However, flow measurements are too uncertain for reliable use during low power
operation. Therefore, at low power, automatic control action is a function of only steam
generator level measurements. The result is that current-generation level controllers may
not provide adequate performance at low power. Unfortunately, manual control may also
result in unsatisfactory performance because even skilled operators may have difficulty in

• reacting properly to an inverse response. In particular, operators sometimes
overcompensate when restoring level and, in so doing, cause a reactor trip.

The need for a new method of steam generator level control when operating at low
power has been previously verified [81]. This need is even more accute for multi-modular

• plants because operation under conditions of unbalanced load will require careful
coordination of steam flowrates. This chapter explores one approach, lead/lag
compensation, for the improved control of steam generator level. Other digital approaches
have been tried at some nuclear facilities and found to yield significant improvements [82].

Q

(1) This chapter is based on work performed by Keung Koo Kim under the supervision of
Professors John E. Meyer andDavid D. Lanning.

O
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8.2 Steam Generator Design, Dynamics. and Mode "nlj.n.g

The design, dynamics, and modeling of U-tube steam generators are reviewed here. @

8.2.1 Steam Generator Design and Op_oration

Each of the three PWR manufacturers (Westinghouse Electric Corp., Combustion

Engineering Inc., and Babcock and Wilcox Co.) designs and manufactures its own steam @
generators. Westinghouse Electric Corp. and Combustion Engineering Inc. use a U-tube
version while Babcock and Wilcox Co. offers a 'once-through' unit. The features
described here are those of a Westinghouse Model-F steam generator that is used in a four-
loop, 1150-MWe Westinghouse PWR. These are shown in Figure 8.2.1-1.

The primary coolant enters the steam generator through the primary inlet nozzle, @
flows within the U-tubes where it transfers heat to the secondary coolant, and then leaves
through the outlet nozzle. The steam generator secondary side consists of two integral
sections: an evaporator and a steam drum. The evaporator section is the U-shaped tube
bundle. The steam drum section consists of the riser, moisture separators, and dryers.
Subcooled feedwater is introduced into the steam generator via the feedwater nozzle and is
distributed throughout the feedwater mixing region by the feedwater ring. There, it mixes @
with saturated liquid that is being returned from the steam separation devices. This is
termed the 'recirculation flow.' The resulting subcooled liquid flows downward through
the annular downcomer region formed by the wrapper and the steam generator's outer
shell. At the bottom of the dow_lcomer, the water is turned and flows upward through the
shell side of the tube bundle region where it is heated to saturation and boils. The @
secondary fluid exits the tube bundle region as a saturated two-phase mixture and then
flows upward through the riser into the steam-separating equipment. Steam separation is
achieved by using a combination of centrifugal steam separators for bulk liquid-vapor
separation and chevron-type steam dryers for the removal of any residual moisture. The
relatively dry steam, with a moisture content of less than 0.25 %, flows through the steam
outlet nozzles at the top of the steam generator, while the saturated water is directed •
downward to mix with the entering feedwater.

The secondary fluid path described above constitutes a natural circulation loop. The
driving head for this recirculating flow is the density difference between the subcooled
column of liquid in the downcomer region and the two-phase mixture in the tube bundle @
and riser regions. This driving head is counterbalanced by the various pressure losses in
the loop, such as frictional losses in the tube bundle and losses within the steam separators.

Upon exiting the generator the steam passes through a flow restrictor prior to
entering the main steam line. This restrictor has two purposes. First, it limits steam flow
during an unisolable steam line rupture. Second, the differential pressu.'-:', across it 1_
determines the steam flow signal that is in mm used in current-generation steam generator
water level control systems. Steam from each steam generator then flows into the main
steam line header which serves as a cross-connect. The pressure atthe exit of this header is
therefore common to ali steam generators. Hence, the pressures at the individual inlets to
the header should ali be the same. Otherwise, steam will not flow from the low-pressure t

C
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unitsandthe desiredpowerdistributionwill not be maintainedamong the on-line modules.
Thisobservationis centralto the coordinatedcontrol of reactorpower and temperaturein a
multi-modularplant. @

The heatenergyof the steamis convertedto directedkinetic energyduringpassage
throughthe turbine. Exhauststeam from the main and feedwater pump turbines is then
condensedto waterundera vacuumcondition. The condensateis collected andpumpedby
condensate and booster pumpsthroughfeedwater heatersto the suction of the main feed •
pumps. Feedwater heating increases plant efficiency and decreases the temperature
difference between the incoming feedwaterand the saturationtemperaturein the steam
generator. Minimization of this temperaturedifference is beneficial because it reduces
shrink and swell effects, and hence facilitates control of steam generatorlevel. Three
feedwaterpumpswith a commonsuctionand dischargeheaderareprovided. Two of these
pumps are turbine-drivenvariablespeedunits that areused duringpower operation. The •
third is electric-drivenand is used both for startupand as a reserveor backupunit. These
pumpsdischarge throughthe highpressurefeedwaterheaters into a common header. This
header is monitc,'ed for pressure and that signal is transmittedto the feed pump speed
control input. Tht_feedwater header has several branchlines, one for each of the steam
generators. There is one controlvalve and flowrate measurementventuri in each of these
lines. The valve for a particulargeneratoris operatedby anautomaticcontrolsystemwhich •
regulatesfeedwaterflow in orderto maintainthedesiredwaterlevel in the associatedsteam
generator. There is an independentfeedwatercontrolsystemfor each steamgenerator. At
low loads, a small bypass valve is used to control feedwaterflow in lieu of the large main
control valve. These valves are installed in a bypass that goes around the feedwater
regulatingvalve. These bypass valves have both an automatic and a manual flow control O
capability.

8.2.1.1 FeedwaterFlow ControlSystem

The feedwatercontrolsystemis used to adjustthe feedwaterflowrate to the steam
generator so as to maintainthe steam generator water level within the allowed operational
band. Itconsists of two interactingsub-systems. These are the steamgeneratorwater level
controlandthe feed pumpspeedcontrolsystems. The latteris notdiscussed hereexcept to
note that it varies the speed of the feed pumps so a_ to maintaina certain pressuredrop
_.crossthe feedwater regulating valves. Hence, it respondsto whatever change is made in
theposition of the feedwaterregulatingvalves bythe level controller. 4;

The steam generatorwaterlevel control systemcomputesthe steamgeneratorwater
level setpoint from a programthat is based on the turbineload. For the Westinghouse
model F-type steam generators, the programmedwater level is set at 50% for ali power
levels. However, for the smaller generators of some other PWR plants, water level is
programmedto vary linearlyfrom 33% at zeropower to 44 % for power levels of 20% FP ¢[
or greater. In this research,the Westinghouse model-Ftype steam generatorwas selected
as the basis of study and a constant steam generator level (50%) control program was
therefore adopted. There are several factors that bear on the choice of setpoint for steam
generatorwaterlevel. These include:

C
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1. The effects of shrinkwhichmay causeloss of level indication;

• 2. The effects of swell which may cause poor moistureseparationperformance
and subsequentturbinebladedamage;and

3. The influence on the magnitudeof the peak containment building pressure
attainedas a result of the completeblowdown of a steam generator'sinventory

• duringa steam-linebreakaccident.

The first factorestablishes a lower boundfor the programmedlevel. If operating above
this bound,the probabilitythat a suddenload rejection will cause so muchshrinkso as to
necessitate a reactor tripbecauseof a 'low-low'steam generatorwater level is minimized.
The secondfactorestablishes anupperboundfor theprogrannnedlevel. If the level is kept

• below this bound,then the swell that results from a suddenload increase shouldnot cause
the downcomer level to back up into the moisture separators, thereby degrading their
performance. The thirdfactoralso setsan upperboundon theprogrammedlevel becausea
steamlinebreakathot zeropower(mass inventoryinside the steamgeneratoris maximum)
establishesa limiton themaximumallowablesteamgeneratorfluidinventory. Specifically,
if a steam line were to break, the subsequentvaporrelease within thecontainmentwould

• cause building pressure to rise with the magnitude of that rise being a function of the
amountof steamreleased, and henceproportionalto fluid inventoryof the steam generator.

In orderto maintainsteam generatorlevel at the programmed setpoint, the steam
generatorwater level control system, which is shown in Figure 8.2.1.1-1, produces an

• electrical control signal that positions the pneumatically-operated feedwater regulating
valves. Thissignal has two components. Thefirstis the difference between the measured
and programmedwater levels. The second is the difference between the steam and feed
flowrates. The formerprovidesfeedbackbasedon the actuallevel errorwhile the latteris a
measure of feedforwardaction because it anticipates changes in level. These two error
signals (level and flow) are then processed via a proportional-integralor PIcontroller. At

@ high power, both signals are used. However, at low power, the flow measurements are
unreliable and only a single element (steam generator water level) is used. Further
informationis given in Section 8.4 of this report

8.2.2 SteamGeneratorWaterLevel Dynamics

• At high power, steam generatorsoperate in the recirculation mode. Feedwater
enters the steam generator throughthe feedwater sparger and flows into the downcomer
where it mixes with the recirculating saturated liquid that is being returnedfrom th_
moisture separators. The combined flow moves through the downcomer and enters the
tube bundleregion at the bottom of the steam generator. As fluid rises throughthe tube

• bundleregion,itabsorbsheatfromtheprimarycoolant.Thiscausessteamformation.The
resultingtwo-phasemixturerisesuntilitreachestheseparatorswhichremoveliquidfrom
thesteam,returntheliquidtothedowncomerforfurtherrecircuiation,andallowthesteam
torisetothedryers.Therecirculationprocessissustainedbyanimbalanceinthehydraulic
headofthefluidbetweenthedowncomerandthetubebundleregions.Duringpower

• operation, this driving force is significant and recirculation flow is dominant. It is

O
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e
Figure 8.2.1.1-1 SteamGeneratorWaterLevel Control System [83].
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importantto note thatany perturbationin the amountof vaporin the mbe bundleregion will
cause the driving head to change and that in turn will alter the recirculation flow and

• ultimately the downcomerlevel.

The situation is differentat low power levels becausethe amount of boiling in the
tube bundleregion is insufficientto createa drivingheadforrecirculationflow. Hence, as
the power level decreases, the recirculation flowrate also decreases and finally stops

• because the hydraulic head difference can no longer provide the needed driving force.
Under this condition, the steam generatorbehaves like a boiling pot. Feedwater simply
enters thedowncomer,passesthroughthe tube bundleregion, andexits as steam.

Figure8.2.2-1 shows the steady-staterecirculationflowrateas a functionof power.
As shown in this figure, the recirculationis very large except at extremely low power

• levels.

8.2.2.1 ShrinkandSweUEffects

Steamgeneratorlevel shrinkrefersto the temporaryreductionof the waterlevel in
• the downcomer region that results from steam bubblecollapse in the tube bundleregion.

With the collapse of steam bubbles, the volume taken by the two-phase mixture suddenly
decreases and is filled by liquid from the downcomer region. Hence, the indicated level,
which is obtained from the downcomer,drops even though the mass of fluid in the steam
generatorhas risen. Figure 8.2.2.1-1 illustrates this phenomenon. Swelling is essentially
the reverse effect.

O
Shrink and swell may be caused by either a change in the feedwater or steam

flowrates or by a change in primary coolant temperature. However, the mechanisms
involved are different. First, consider the effect of changing the feedwater flowrate.
Introduction of feedwater at a temperaturebelow saturationin the tube bundle region will
cause internal condensation. Thus, a sudden increase in feedwater flowrate will

• momentarilyreduce the boiling rate and cause anoutflow fromthe downcomer. Hence, the
downcomer level will initially decreaseeven though the long-termeffect of the increased
feedwater flow will be to raise the level. Next consider the effect of a changing steam
flowrate. A decrease in steam flowratewill cause steam generatorvressure to rise which
will collapse the existing steam bubbles in the tube bundleregioa. "-igherpressurealso

• will cause an increase in the saturation temperaturewhich in turnwill reduceheat transfer
from primary coolant. Therefore, the boiling rate will decrease following a steam flowrate
decrease. The long-term effect will be a level increase because the rate of mass removal
from the steam generator is reduced. However, the immediate impact will be a loss of level
as water flows out of the downcomer and into the volume formerly occupied by the
collapsed steam bubbles. Another initiator of shrink and swell effects is the primary

• coolant temperature. Specifically, a primarycoolant temperaturedecrease that results from
a reactor power drop will also cause a decrease in both the heat transfer rate from the
primary coolant and the boiling rate in the tube bundle region. Hence, once again the
immediateeffect is outflow from the downcomer even though the long-term trend will be
forthe downcomcrlevel to rise.

@
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Figures 8.2.2.1-2, 8.2.2.1-3, and 8.2.2.1-4 show steam generator level shrink as a
function of these three different perturbation parameters at different power levels. For
these simulations, the detailed non-linear model described in Chapter Seven of this report •
was used. In the first figure, the effect of a step increase in feedwater flowrate is shown.
The level first rises, then drops (shrink effect), and then again rises with the rise rate related
to the increase in feedwater flowrate. The initial small rise in level is the result of a mass
increase in the downcomer region. However, the increase in downcomer hydraulic head
soon causes an increase of flow into the tube bundle region and this causes the level to O
shrink.

Changes in steam flowrate cause a greater shrink effect than do ones in the
feedwater flowrate because the saturation pressure increase occurs immediately after the
steam flowrate decrease. The increased pressure results in significant vapor collapse in the
mbe bundle region and hence, a major shrink in level. This is shown in the second of the @
three figures.

As shown in the third figure, the level response to a primary coolant temperature
perturbation differs from those of the feedwater or steam flowrate perturbations in that the
mass inventory remains constant (i.e., constant feedwater flowrate and steam flowrate) and
the level therefore stabilizes at a new equilibrium value. There are two factors that @
determine this final level. First, the lower primary coolant temperature causes a decrease in
vapor production in the tube bundle region and hence a level decrease. Second, a lower
primary coolant temperature causes a decrease in steam generatorpressure'that results in an
increase of the vapor fraction in the tube bundle region and a level increase. Which of these
two conflicting effects is dominant depends on the power level. At low power, the level @
ultimately attained will be less than the initial one because the vapor fraction in the tube
bundle region decreases substantially with the primary coolant temperature decrease.
However, at high power, a lot of vapor exists in the tube bundle region with the result that
the second effect is dominant and the ultimate level is increas_

Steam generator water level swell is the reverse of the shrink effect. The expansion @_
of the steam volume in the tube bundle region displaces liquid which backs up into the
downcomer region thereby causing the indicated steam generatorwater level to rise. Figure
8.2.2.1-5 shows the steam generator swell phenomenon. A decrease in the feedwater
flowrate causes the fluid into the tube bundle region to become hotter. Thus, for the same
amount of heat transfer, there is an increase in the boiling rate and consequently in the @
steam bubble void fraction. This causes water to back up in the downcomer region and
hence gives a transitoryindication of a rising level. Similarly, an increase in steam flowrate
causes an increase in the steam bubble volume and a decrease in steam pressure. This
causes the saturated water to flash to steam and hence creates an in,ease in tube bundle
steam volume with a concomitant temporary rise of fluid in the downcomer. Finally, an
increase in primary coolant temperaturecreates an incre_ heat transfer rate from primary @
coolant. This in turnincreases the boiling rate andcreates the level swell effect.

Figures 8.2.2.1-6 to 8.2.2.1-8 show steam generator level swell as a function of
the three different perturbation parameters at different power levels. The explanations for

O
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Figure 8.2.2.1-5 SchematicView of Steam Generator Level Swell Phenomenon.
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8.2.2.2 InverseResoonse-

Steam generator water level ultimately follows changes in the mass inventory. •
However,as was describedin Section 8.2.2.1, the initial behaviorof the steam generator's
level following a feedwateror a steamflowratechangewill be in a directionopposite to its
asymptoticbehaviorbecauseof shrinkand swell effects. In the case of a changein primary
coolant temperature,the initial steam generatorwater level response will also be in the
opposite direction to its final behavior if at high power. This behavior is termed'inverse
response' or 'non-minimum phase response' [84, 85, 86]. Such behavior is exhibited by •
certain other processing units including drum boilers (level) [84] and distillation tower
columns (temperature)[87].

Ilinoya and Altpeter list several transferfunctions that exhibit inverse responses
and whichrepresentor approximatea numberof physical processes [88]. In ali cases, it is Q
evident that if a systemis characterizedby an inverseresponse, then its transferfunction
containsa zero in the right-half plane of the Laplacedomain. An illustrativeexample is
given here. The transferfunction of the boiler level response in a drum boiler system
consists of an integral term and a negative first order lag [85]. The combined transfer
functionis expressedas follows:

O

_'(s___))_ K2 _ K1 (8.2.2.2-1)
s + I

This system has poles at 0 and -1/z. It has a zero at K2/(Kt-K2._). If (K2.z) is less than
KI, then the zerois positive and the systemresponse to a step change in input is inverse in •
nature. Figure 8.2.2.2-1 shows the outputaftersuch an input. _: This illustration is
based on K. = 10, K.. = 0.2 and_ = 10 s.) Because the f'Lrstordertermdominatesinitially,
the overall response ts temporarily opposite to its asymptotic one. However, if the
condition, K2._ is less than Kt is not satisfied, then an inverse response does not occur.
This is showfiin Figure 8.2.2.2-2. (]S.Q_:This illustrationis basedon K1 ffi 1, K2 = 0.2, •
andz- 10 s.)

8.3 Simplified SteamG_neratorModel

As describedin ChapterSeven of this report,the steamgeneratorsimulationmodel
consists of six coupled differential equations and many additional equations. These •
accurately describe steam generatorlevel dynamics. Because this set of equations is of a
highorderand non-linear,it is noteasy to obtainan analytic solution. This in turnmakesit
difficult to evaluate theperformanceof a steamgeneratorwater level controller. Therefore,
a reasonablyaccuratebutlow-ordersteam generatormodel is preferred.

O
The complicated dynamics of a steam generator is approximated here by a

simplifiedmathematical model thatis deducedthroughsystem identificationfromtransient
simulationresults obtainedfrom a detailed,high-order,non-linearmodel. Fortunately,it is
not necessary to model the entire steam generatorfor control system design. Only level
dynamics includingshrinkand swell effects are of interest.

O
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The simplified model that is described here was developed to facilitate control
studies. However, because it functionsin real time,other uses arepossible. Forexample,
predictivedisplayscould be developedthatallow t_e operatorto visualizetheconsequences •
of a proposedmanualcontrolactionbefore impler_nting it. Suchdisplaysweredeveloped
in the course of the research reported here. They are described in Appendix A to this
report.

8.3.1 Sim_nlifiedTransferFunction •

The mathematicaldescriptionof the dynamiccharacteristicsof a systemis called a
model. For control purposes, such models may be written in either the time domain
(differentialequations)or thefrequen_rdomain(Laplacetransform).The latterapproachis
used here with a transfer function d,:fined as the ratio of the Laplace transformof the
systemoutputto thatof the inpllt. If121emodel is non-linear,then it mustfirstbe linearized •
aboutan operatingpoint andexpressed in termsof deviationvariables. In cases wherethe
system dynamics are very complicated, the mathematical model will also consist of
complicateddifferentialequationsandit will notbe trivialto obtain the Laplace transform.
Therefore, it is often useful to approximatea complicated physical system by a simplified
mathematical model thatis based on eithersimulationanalyses of a detailedmathematical •
modelor experimentalstudyof the physical system.

Irving and Bihoreaux suggested a simple transfer function that successfully
describes the shrink and swell effects that are created by feedwater or steam flowrate
changes [89]. The inputs to the equation are feedwaterand steam flowrates. The output is
the downcomerwaterlevel. Theequationis: Q

[Gs_J_ G2f + G3fs ]_hfw(s)+Lw(s)- (f'2fs + 1) (s + 1/_3f)2 + 0 2

@

s (_sS+ 1)
(8.3.1-1)

wheres is the Laplace variable,Lffi(s) is the Laplacetransformof the steamgeneratorlevel •
change due to feedwateror steam flowrate changes, and thfw(S)and _hs(S)aretheLaplace
transformsof the changes in feedwater and steam flowrate respectively. Each of these
quantities representsa deviation. Thus, they are [Lw(t)- Lw(O)],[d_w(t)- filfw(O)],and
[das(t)- das(O)]respectively.

Each term of Equation (8.3.1-1) has physical significance. Gl/s is the mass @
cap_citytermof the steam generatorwhereG 1is a measureof the steam generator'sheight
to volume ratio. This mass capacity termrepresents changes in the steam generatorlevel
caused by mass influx or efflux from the volume of the particularsteam generator. If the
Gl/s term were the only quantity in the level equation, then the steam generator level
indicatorwouldbe an accuraterepresentationof thecontainedmass. O
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The G2f/(f2f s + 1)and G2s/(f2s s + 1) terms are first order and represent the
shrink and swell effects. G2f and G2s arevariables thatdescribe the magnitudeof the

Q shrink and swell effects that re,suit from changes in feedwater and steam flowrate
respectively. These two values depend on the operating power of the reactor. The
quantities f2f andf2s are the characteristicdecay times for the shrinkand swell effects
causedby thefeedwaterand steamflowratechanges,respectively.

The remaining termin Equation(8.2.3.1-1) describesthe mechanicaloscillationthat
• results from the direct additionof feedwater to the steam generator. This quantity only

appearsin responseto a feedwaterchangeandit decaysrapidly.

Equation (8.3.1-1) does not include the effect of a change in primary coolant
temperature. As described in Section 8.2.2, primarycoolant temperaturechanges can

• cause shrinkor swell effects. These effects can be.represented by the additionof two
opposingfirstorderterms:

[ GIT G2T ]T0(s )Lr(s) = (i + flT s) - (1 + f2T s) (8.3.1-2)
O

whereLT(s) is theLaplacewansfon_of the steamgeneratorlevel changethat results froma
primarycoolant temperaturechangeandTp(s) is the Laplace transform of the change in
primarycoolant temperature.

The steam generatorlevel response is therefore the sum of the individualresponses
P to the threedifferent inputs andis asfollows:

L (s)= Gfw(S)rhfw(S)+ Gs(s)rbs(S)+ GT(S)Tp(s) (8.3.1-3)

where:
O Lfw(s) = (31 G2f + Gsf s

Gfw(s)= rhfw(S) s (%2fs+ 1) (s + 1/f3f)2+ 0)2 (8.3.1-4)

= L_L_(S) = . G1 + G2s (8.3.1-5)Gs(S)O _hs(s). s (f2s s + 1)

Gw(S)= TLTvlsS))= GIT - G2T (8.3.1-6)• (1 + fiT s)' (1 + f2T S)
J

• and where Lfw(s),L,(s), and LT(S)arethe Laplace transforms of the steam generator level
changes that result from perturbationsin feedwater flowrate, steam flowrate,and primary
coolant temperature respectively. The quantifiesGfw(S),Gs(s),and Gw(s) are called the
process transfer functions of the feedwater flowrate change, steam flowrate change, and
primarycoolant temperaturechange respectively. In reality, ali of the so-called 'constants'

• in the aboveequations are functionsof the operatingpower and mustbe determinedfor the

0



-154- @

specific reactorand steamgenerator. The system identificationmethod thatwas used for
thispurposeis explainedin the following sectionof thisreport.

O
8.3.2 Identificationof ModelParameters

Transferfunctionsareoften determinedby meansof experimentalanalysis, usually
frequency response methods [86]. Specifically, if the amplitude ratio and phase shift
between the input and outputaremeasuredat a sufficient numberof frequencies,then they
may be plotted on a Bode diagramand the transfer function determined from asymptotic @
approximations. For the researchconductedhere, it was of course impossible to use an
actualsteamgeneratorforexperimentalanalyses. Accordingly,simulationresults fromthe
detailednon-linearmodel wereused in lieu of experimenutldata. Also, as describedin the
preceding sections of this report, the forms of the transferfunctions were alreadygiven.
Hence, only the coefficients in those equations needed to be determined. The method @
employed herefor theidentificationof those coefficientswas to minimize theerrorbetween
the level response of the simplified transferfunction and that of the detailed non-linear
model.

To obtainanequationfor the steamgeneratorlevel, it is necessaryto solve Equation
(8.3.1-3) by takingthe inverseLaplacewansformof each tenn. Ali changesof perturbation @
parameters were in the form of a step. Therefore, the Laplace-transformedinputs of the
perturbationparametersareexpressed as:

_hfw(S) - 8/nfw.(1/s) (8.3.2-1)
Q

_hs(S) - &hs'(1/s) (8.3.2-2)

Tp(S)- 8Tp.(X/s) (8.3.2-3)
e

where &hfw,8rbs, and STparemultipliersthataredirectlyproportionalto themagnitudeof
the feedwater flowrate, steam flowrate, and primarycoolant temperaturerespectively.
Substitutionof these relations into Equation(8.3.1-3) allows the latter to be solved. In
order to identify coefficients,one of theperturbationparametersis selectedas the inputand
the others arekeptconstant. Forexample, if feedwaterflowratealone is changed in a step
fashion, thend_(s) = &hf_s, fi_s(s)= O,and Tp(s) = O. Hence, the transientresponse is: @

Lfw(s)= Gf_s). ft;fw(s)

= - G2f + • (8.3.2-4) •
(g2fs + 1) (s + 1/1:3f)2 + 0 2 s

Upon taking the inverse Laplace transform of Equation (8.3.2-4), the steam generator
waterlevel responsein the time domainis obtained. Thus,

@
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" Lfw(t)-lt-G2f{1-exp('x2f)}+ to exp('_-_3f)sin(°x 8thfw" (8.3.2-5)

The level transient response to the steam flowrate and the primary coolant
temperatureperturbationscan be calculated in a similarmanner. For steam flowrate, the
resultis:

@
L.(s)=O_{s).m_Cs)

[GSA. G2s ] 8ths (8.3.2-6)= - + (x2ss+l)" s "@

orinthetimedomain:

..L..

L (t)=[_Glt +G2sll-ex_.%2s)}l 8rhs . (8.3.2-7)
@

, Forprimarycoolanttemperature,the resultis:

Lfr(s)= Crr(s).Tp(s)

D [(}lT G2T ] STP (8.3.2-8)ffi(I+XIVs) (I+%2.rs) " s "

or in the timedomain:

(8.3.2-9)..t_• [o1,11oxp(,,,)1OT{1oxp()11
The next step in the parameteridentification process was to obtain an exact level

response fromthe detailednon-linearsteam generatormodel. Manydetailed simulationsat
@ different power levels (three different simulations, one each for changes in feedwater

flowrate, steam flowrate, andprimary coolant temperature) were performed for this
purpose. A MATLAB [90] software package was then used to calculate the unknown
coefficients by minimizingthequadraticerrorbetween the level responses to a stepchange
of a specific perturbationparameterobtainedfrom the simplified model and that obtained
from the detailed non-linear model. The coefficients were then fitted as polynomial

@ functions of power. The results are shown in Figures 8.3.2-1 to 8.3.2-11. (JS_: The
coefficients are functions of both the power and the feedwater temperature. However,
because the feedwater temperatureis itself a functionof power, only power dependence
was considered.) An interestingfeatureof these coefficientsis thattheirmagninutes tendto
increase dramaticallyas power decreases. There areseveralreasons for this. First,a_low
power, the driving head for the recirculation flow is reducedand hence, the recirculation

.@
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flowrate decreases. Second, the amount of saturated water in the tube bundle region is
large and the steam bubble volume is, as a result, smaller. Third, small changes in steam
generator pressure due to steam flowrate changes can cause the flashing of a lot of nearly •
saturated water. Therefore, a small perturbation can create a large change in the steam
volume. This is especially true for changes in steam flowrate. Also, small changes in
feedwater flowrate can result in large deviations from equilibrium in the steam generator at
low power because the feedwater is colder at low power.

8.3.3 ]_valuation of the Simplified Steam GeneratorModel •

Various steam generator water level transients were simulated using the simplified
model and the results are shown in Figures 8.3.3-1 to 8.3.3-3. The simplified model
predicts the steam generator water level response almost exactly for the case of a feedwater
perturbation. When the steam flowrate or primary coolant temperature is changed, the •
simplified model shows less than a 0.5 % difference when compared to the detailed
non-linear model.

8.4 Modelin2 andAnalysis of Current-GenerationSteam Generator Level Controllers

In this sectiona current-generation steam generator level controller is described •
together with analyses of existing control problems. Included are both a mathematical
model and stability analyses.

8.4.1 Model of Current-GenerationSteam Generator Level Controllers
Q

Figure 8.4.1-1 depicts a current-generation steam generator level controller. The
unit is a three-element proportional-integral (Pl) design and is configured for high power
operation. It can be regarded as combining two types of control action: feedback based on
a level error and a feedforward action based on a flowrate error. For the former, the error
is generated by comparing the level setpoint and the measured level. For the latter, the
erroris computed as the difference between steam and feedwater flowrates. Each of these •
subcontrollers is of the PI design.

The overall control law for this three-element st-_un generator level controller is
expressed in the frequency domain as:

0

mfw(S)= KI 1 + el + Kw 1 + Tw s (8.4.1-1)

where Kt is the pm_rtional level gain,

Tt is the level errorreset time, @

ct is the level error(Lref- L

Kw is the proportional flowrate gain,
e

¢J
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Tw is the flowrateerrorintegraltime,

is the flowrate error(fib - tic,,), and @

Lref is the referencesteam generatorwater level (50%).

In order to simulate contrr_.laction in the time domain, the level response can be
calculatedby expressing Equation(8.4.1-1) as a time-differentialequation:

el ew

As described in Section 8.2.1.1 of this report, steam and feedwater flowrate
measurements are not used in the steam generatorlevel controller when operating at low Q
power. Thismeans that several changes must be made to Equation (8.4.1-2) in order for it
describe the functioning of a steam generator level controller at low power. First,
feedforwardcontrol action is excluded because the flowrate erroris not used. Second, the
proportionallevel gain is decreased because the inverse response gain (the term G2f in
Figure8.3.2-1) is greatlyincreased. •

Figure 8.4.1-2 is a block diag_atnof the steam generator water level controller
when configured for low-power operation. The numericalmodel for this single-element
controller is obtained by setting the flowrate gain to zero. Thus, the control laws for the
single-element controller in the frequencyand the time domains are given by Equations
(8.4.1-3) and (8.4.1-4) respectively: Q

(mfw(s)= Kl 1 + Tl s (8.4.1-3)

el •
d_(t) __KI(_+ TI)" (8.4.1-4)

Implementation of the level control signal during low-poweroperation is achieved through
use of the bypass valves which providemuchfiner regulation than do the main feedwater
regulatingvalves. @

8.4.2 Analysisof Ctm_nt-GenerationSteamGeneratorLevel Controllers

The steamgeneratorlevel controllercan be analyzed in either the frequency¢_the
time domain. Both approacheswere used here. The formerentails first using Lap_ace
transform techniques to find the wansferfunction, then specifying the desiredperform_'_ce ¢
of the closed-loop system and controller, and finally determining stability criteria. This
mode of analysis offers significant computational advantages because time-depen(_ent
differentialequations areconvened to frequency-dependentalgebraicones. Ttme-domdn
analyses are often more difficultto perform. Their advantage is that the result is sometimes

moremeaningful given that it can be related direcdyto observations. The single-element ¢

¢
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controller, that is shown in Figure 8.4.1-2, is emphasized in the ensuing analysis because

most steam generator level control problems occur at low power. •

8.4.2.1 Frequency-Domain Analysis

Transfer function analysis in the frequency domain makes it possible to determine
whether or not a system is intrinsicaily stable Mathematically, if a system is unstable, its
transfer function will have at least one pole in the right-half of the s-plane. If one were to @
consider the same problem in the time domain, the presence of a pole in the right-half of the
s-plane corresponds to a growing exponential term. Hence, system response to a
perturbationisunboundedand thereforeunstable.Insightcanbegainedaboutthestability
oftheclosed-loopsystemby studyingthecharacteristicsoftheopen-looptransferfunction.
Accordingly,theopen-loopbehaviorisexaminedfirst.Figures8.4.2.1-1and 8.4.2.1-2
show the poles and zeroes of the open-loop steam generator level transfer function (Eq. Q
8.3.1-3) at two power levels (10 %FP and 100 %FP). Because zeroes lie in the right-half
s-plane at each power level, the system is non-minimum phase and, as was discussed in
Section 8.2.2.2 of this report, its response will exhibit inverse behavior. It is important to
note that the positive zeroes do not make the open-loop system unstable. Stability depends
only on the poles of the transfer function. However, when the open-loop system is made O
closed-loop by combining it with the feedback controller, these positive zeroes may cause
instability, especially at high feedback gains. Specifically, the effect of increasing the
feedback gain is to cause the poles of the now closed-loop system to move to the zeroes of
the previous open-loop system.

The closed loop transfer function can be obtained from either of the block diagrams @
shown in Figures 8.4.1-I and 8.4.1-2. The individual transfer functions corresponding to
each of the four components (process, measuring device, controller mechanism, and final
controlelement)shownineachofthosediagramsaregivenhen:.

Steam generator leve_: •

L(s) - Gfw(S)fnfw(S) + Gs(s) fits(s) + Gr(s) Tp(s) (8.4.2.1-1)

Level measurin2 d_,ice:

Lm(s) = Gml(S)L(s) (8.4.2.1-2) O

ControRermechanism:

£](s) = Lref(s)- Lm(s) (Level comparatcA') (8.4.2.1-3(a))
e

ct(s) = Gel(s)_l(s) (Controlaction) (8.4.2.1-3(b))

Finalcontrolelement:

rhfw(S)= Gt_s)q(s) (8.4.2.1-4) •

A
W
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where CI(S)and Lm(s) are Laplace transforms of the controller output and level
measurement variations, respectively. Note that the series of blocks between the

• comparator and the controlled output constitutes the forward path while the block for the
measuring device is in the feedback or return path that goes from the controlled level output
to the comparator. The above equations can be combined to give a single expression for
the level output. It is:

• L(s) ffi Gf_(s)Gr(s)G_(s)
1 + Gfw(S) Gr(s) Gcl(s) Gml(s) Lref(s)

Gs(s)
+ 1 + Gfw(S ) Gr(s) Gcl(S) Gml(S ) r_s(s)

0

GT(S) Tp(s)+ 1 + Gfw(S)Gr(s) Gel(s) Gna(S) " (8.4.2.1-5)

Equation (8.4.2.1-5) gives the closed-loop response of the process. The first term shows
• the effect on the output that results from a change in the level setpoint. The second and

third terms give the effect on the output of a change in steam flowrate and primary coolant
temperature, respectively. Changes in these two quantities are referred to as load
disturbances.

• If the measuring devices and final control element act perfectly and without any
time delay, then the closed-loop transfer functions are:

Gfw(S) Gcl(S)

Gsp(S) - 1 + Gfw(S) Gcl(S) (8.4.2.1-6)

• G_(s)
G]o,,d,s(S)= 1 + G_(s) Gel(s) (8.4.2.1-7)

G_s)
Gload,T(S) = 1 + Gfw(S) Gel(s) (8.4.2.1-8)O

where Gsp(S), Gloacl,s(s), and Gloa_T(S) are the closed-loop transfer functions for a change
in the setpoint, steam flowrate, and primary coolant temperature respectively. It should be
noted that each transfer function has the same denominator.

• The stability characteristics of the closed-loop response are determined by the poles
of the transfer functions Gsp(S), Glo_s(s), and Gload,T(S). Because ali three of these
transfer functions have the same denominator, they each have the same poles. These are
given by the solution of the equation:

• 1 + Gfw(S) Gcl(s) = 0. (8.4.2.1-9)

O
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Equation (8.4.2.1-9) is called the system's characteristic equation because its roots define
the system's dynamic response. The roots of the characteristic equation depend on the •
controllerdynamics and can be modified by the choice of controller type and controller
gain. The properselection of these quantitiesis the controlengineer'sresponsibility.

The effect of bothproportionalandproportional-integralcontrollerswas examined

wiflJthe formerbeing studiedfu'st. The proportionalgain of this controller is denotedby •
the symbol K. Root locus plots, which give the roots of the closed-loop characteristic
equationas a function of the controller gain, wereconstructed for severaldifferent power
levels (10 %FP, 50 %FP, and 100 %FP)as shown in Figures 8.4.2.1-3, 8.4.2.1-4 and
8.4.2.1-5 respective:y. Grid lines that show the dampingratio and the undampednatural
frequencywere also drawnon these plots. The dampingratio lines aredrawnfrom 0 to 1
in incrementsof 0.1. Grid lines of the damping coefficient are radial while those of the i)
natural frequency are circles. The root loci start (K=0) at the poles of the open-loop
transfer function and end (K = _) at the zeroes of asymptotes. Because the closed-loop
transferfunctionhaspositive zeroes, the poles move to the righthalfof the s-plane and the
system becomes t_astableas the feedback gain increases. For each root locus plot, the
maximum feedback control gain that does not cause instability is easily obtained by
calculating the feedback gain of the root on the imaginaryaxis. For example,at 100 %FP, •
the maximum feedbackcontrol gain is 65.081 kg.s-l/%. At 10 %FP,it is 4.575 kg.s-l/%.
Figure 8.4.2.1-6 shows the maximum feedbackcontrolgain atdifferentpower levels. The
maximumpossible value for this gain dropsrapidly because of the large inverse response
thatoccurs as the operating power level decreases. Hence, in order to avoid instability, a
verylowfeedbackcontrolgainshould.beusedwhenoperatinginthelowpowerregion. I
Figure8.4.2.I-7showstheundampednaturalfrequencyasafunctionofpower.

Thesecondphaseofthestudywastoexaminetheeffectofproportional-integral
(PI)control.Withintegralaction,thema_y.imumfeedbackcontrolgaindecreasesasthe
reset ratio(1/TIwhere T]is the integral timeassociated withthe level error) increases. The
feedback controlgain shouldthereforebe set lower thanits maximumvalue. Forexample, •
according to acceptrxlcontroller tuningmethods, suchas the Ziegler-Nichols method [91]
theproperfeedback_ontrolgainforaPI-typecontrolleriscalculatedasfollows:

KI= 0.45Klm (8.4.2.1-10)

¢
whereKI iSa_ feedbackcontrolgainandKlmisthemaximumfeedbackcontrolgain.

Similarly,theZiegler-Nicholstuningmethodrecommendssettingtheintegraltime
as follows:

Tl = 2z .J_ (
1.2 ¢_ (8.4.2. I. I I)

whereo_istheundampednaturalfrequency.Therefore,thecontrollershouldbetunedto
alongintegraltime(i.e.smallresetratio)forlowpoweroperation.

C
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Figure 8.4.2.1-5 Root Locus Plot of the Closed-Lxmp Transfer Function with a

Proportional Controller (Tl = **)at 100 %FP.
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Figure 8.4.2.1-8 shows the root locus plot of the closed-loop system at 10 %FP.
The controlleris of the PI-type with a reset time, selected by the Ziegler-Nichols tuning

lp method, of 228 seconds. Integralcontrol action eliminates any steady-stateoffset error.
However, the elimination of the offset error usually comes at the expense of higher
maximumdeviations and a long, sluggish oscillatory response. If the feedback control
gain is increased to producea fasterresponse, then the system becomes more oscillatory
and perhaps unstable. As shown in this fi_tt'e, the maximum feedback control gain to

qp avoid system instability decreases to 3.905 ['kg.s-t/%]. When compared to the maximum
feedback control gain of the closed-loop system without integral control action, the
maximum gain has decreased by 17.8 %.

In summary,the frequency-domain analysis of a current-generation single-element
steamgeneratorwaterlevel controllershows that thefeedbackcontrolgain andintegral time

tP should be adjusted as a function of the operating power in order for proper control
performance to be achieved.. Also, at low power, the controller should use a small
feedback control gain and a long integral time. These degrade controlperforrnance but the
alternativeis instability.

@ 8.4.2.2 Time-DomainAnalysis

Time-domain analyses, which entail the direct solution of the differential
equations,were performedto confirmthe frequency-domainstudies. For this purpose,the
detailed non-linearmodel described in ChapterSeven of this reportwas used to simulate
steamgeneratorwaterlevel.

O
The tr_ansientstudied involved a perturbationto the feedwater flowrate by a step

change of 5.0 kg/s. Two different sets of tuning constants were used. For high-power
operation, K1was set to 15.69 kg.s'l/% and T 1 at 200 s. For low-power operation, the
values were 2.377 kg.s'l/% and 200 s respectively. Figure 8.4.2.2-1 shows the steam

• generatorlevel responses at 10 %FP. Forthe smallerof the two gains, the level settles at
@ the desired setpoint. However, the response is sluggish and oscillatory because the

damping ratio decreases as the feedback control gain increases as was shown in Figure
8.4.2.1-3. For the larger of the two gains, the system response is unstable. _:
Because some physical property constants were beyond the range of the simulation
program's capability, the response with the higher gain was only calculated for 250

lp seconds afterthe perturbation.)

Figure 8.4.2.2-2 is from a second study in which the effect of an error in the
tuningprocess was evaluated. When tuned with the Zeigler-Nicholsmethod, theresponse
is adequate. However, when improperlytuned, the response is unstable.

lp Figure 8.4.2.2-3 shows the level responseat 100 %FP for the two gains. In both
, cases, the response is stable. However, the settling time is muchlonger when the smaller

of the two gains is used. Therefore, in order to improve control performance at high power
levels, it is better to tune the controller with the higher gain.

lP
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Figure8.4.2.1-8RootLocusPlotoftheClosed-LoopT_nsferFunctionwitha
ProportionalplusIntegralControllerwithTl= 228s (Tunedby
Ziegler-NicholsMethod)atI0%FP.
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Figure 8.4.2.2-4 shows the level response at 10 %FP of the three-element PI
controller tuned with the higher gain. The flowratc mismatch errorsignal gi,/es the correct

• control action provided that its reset time is set to a small value. Hence, with _at parameter
set to 5 s, the controller is stable even though tuned with a high gain. However, when the
reset time is set to 20 s, the controller becomes unstable because the flowrate mismatch
error can no longer immediately provide the correct control action. _: It should be
recalled thatuncertainty in flowrate measurements during low-power operation is too large

• to permit their use. Hence, the option of using a high-gain, three-element controller at low
power does not exist.)

8.4.3 Summary of Control Problems Associated with Current-Generation Steamv

Generator Level Controllers

• In smmnary, current-generation steam generator level controllers have two types of
problems. The first is to achieve a satisfactory means of control at low power.
Specifically, during low-power operation the inverse response associated with shrink and
swell effects causes control problems such as an oscillatory level response or instability.
The problem is exacerbated by the use of high feedback control gains. A solution is to
incorporate feedforward action by using both the level error and a feedwater/steam flowrate

• error. This approach works well during high-power opet,,,_on.However, uncertainty in
the flowrate measurements precludes the use of this solution during low-power operation.

The second problem is that of tuning. If a level controller is tuned with a low
feedback control gain and a long reset time, then the system response to an imposed

• perturbation will be stable. However, this approach degrades performance by causing a
sluggish response. In addition, if the tuning is even slightly in error, the response will be
unstable.

8.5 Desi_n of Prooosed Steam GeneratorLevel Controller--

• In this section, a new design is proposed with the objective of solving the control
problems associated with current-generation steam generator water level controllers. The
intent is to achieve both excellent control performance and robustness at all power levels.
Specifically, this new design permits the level feedback control gain to be tuned
aggressively thereby improving performance and at the same time not incunmg instability.

O
8.5.1 Solutions Previously Prooosed to the Inverse Resoonse Issuev -

Several solutions have been previously proposed to overcome the steam generator
level control problems that are associated with inverse response. These include:

• I. Modify the steam generation process to eliminate or reduce the inverse response
phenomenon. The most important modification would be to heat the feedwater
during low-power operation This would reduce the vapor collapse that follows
sudden increase in feedwater flowrate and hence greatly dissipate the inverse
response [92]. This option is usually very expensive and often impossible

• because it requires retrofitting.

A

W
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2. DetunethePIfeedbackcontrollersothatitischaracterizedbybothanextremely
lowfeedbackcontrolgainandalongresettime.Thiswill,asdescribedinthe
previoussectionofthisreport,avoidinstability.However,italsomeansa @
severedegradationincontrolsystempeffonmnce.

3. EnhancetheexistingPIcontrolstrategybyincorporatingadditionalelements
suchasafeedforwardtermthatisbasedon themismatchbetweenfeedwater
andsteamflowrates.Thisisdoneforsomecurren!_three-elementcontrollers
and/or four/five-element controllers [93]. In theory, this can yield superior @
performance, but, in really' it may not because a measurable disturbance
variablemust be available to implement a feedforwardstrategy and, as noted
earlier,there is much uncertaintyin flowratemeasurements. Anotherpossibility
is toconsideruseof the wide rangelevel measurementto compensateforshrink

and swell effects at low power [94]. •

4. Employ advancedor alternatecontrolstrategies.Forexample, Rajudeveloped
a fuzzy logic controller for drumboiler level [95]. However, this controller
requiresthat the derivative value of _e level be measuredtogether wi_ other
variables that are linear functions of the evaporator steam exit quality,
downcomer flowrate, and evaporator rising _nixture flowrate. The steam @
generatorlevel derivativemeasurement is often too erraticto use as a control
variable.

Another possible solution is the use of compensators. The recentdevelopmentof
microprocessor-based controllers has revived interest in _his approach because any
compensator, even non-linear ones, can now be designed and easily implemented. For @
example, Choi suggested the use of a detailed non-linear model as the basis of a
compensator [69]. An inverse model thatsimulatessteam generatorcharacteristicsgiven
level and pressuremeasurements,was to be used to avoidthe need for uncertainfeedwater
and steamflowratesmeasurements as controlparameters.The idea was to compensate the
measuredlevel by meansof the tube bundlemass change which can be estimated on-line @
from the inversemodel. However, the complexityof the model made this idea impractical.

The approachtaken in this research was to develop a model-based compensator
from the simplified transferfunction that was describedin Section 8.3 of thisreport. That
model can simulate steam generator level dynamics quite accurately if the system
identification process is performedproperly. The general concept of the compensatoris @
based on the Smith's dead-time predictor(dead-timecompensator) which is describedin
AppendixB. This compensatoris relativelyeasy to implementas partof a microprocessor-
baseddigitalcontroller.

8.5.2 CompensatorDesi_ andEvaluation •

Compensators were developed for both the feedwater fiowrate and the load
parameters(steam flowrateand primarytemperature). The design and analysis of each is
describedhere.Providedbywayofbackgroundmaterialisaconcisesummaryofcontrol
performanceindices.Thesewereusedinthedesignoftheloadparmnctercompensators.

@
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Two important design goals for every controller are to maintain the maximum
• deviation as small as possible and,whenperturbed,to returnto thedesiredoperatingpoint

in the shortest possible time. Unfortunately, these two performance goals lead to
conflictingcharacteristicsin a feedback controller. Forexample, the settling timeincreases
when the overshoot errordecreases. Therefore,controller performanceoften representsa
balance between these conflicting characteristics. Accordingly, in order to compare

• differentcontrollerdesigns, it is often usefulto compare performance indices.

There are twe different kinds of control performance indices, simple performance
indices and time-integral performance indices. The former represent some characteristic
features of the closed-loop response of the system such as overshoot, rise-time, settling-
time, or decay ratio. In contrast, the latter represent the dynamic shape of the complete

• closed-loop response from perturbation until attainment of a new steady-state. That is, a
time-integral performance index is based on the entire response of the process. There are
several kinds of time-integral performance indices. In this research, the IAE (Integral of
Absolute Value of the Error) and ISE (Integral of Square Value of Error) are used to
evaluate the steam generator level controller. IAE and ISEcan be calculated as follows:

O

f,t, (8.5.2-1)
IAE= Iq(tl dt

_,t, (8.5.2-2)
0 ISE = (el(t)_ dt

where ts is the settling time and el(t) is the level error. In addition to these ; Jices, the
maximumlevel erroris also often examined.

@
8.5.2.1 Desimaof theFeedwaterFlowrateComvensator

The stability of a closed-loop system depends on the system's response to the
manipulatedvariable. In thecase of steamgeneratorlevel control,themanipulatedvariable
is the feedwater flowrate. Hence, the level response to a perturbationin the feedwater

•• flowrate must be stable. However, steam generator level dynamics are very complicated
and, as noted earlier, level response to a feedwater flowrate change both exhibits inverse
behavior and shows some initial oscillation. Therefore, for a compensator to be of benefit,
it must offset these strong non-linear responses and also maintain closed-loop system
stability. Compensation for both the inverse response behavior and the initial oscillation

• term can be obtained by placing a feedback compensatoraround the existing nominal PI
controller. Figure 8.5.2.1-1 is a block diagram of the approach for a feedback-based
compensator for feedwater flowrate. Modeling of the final control element i_ required to
generate the compensation signal because the feedwater flowrate is taken from the
controller so as to avoid using the measured value. The design of the compensator is based
on the Smith principle which has been shown to improve control of many time-

O

O
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delayed processes [96,97]. A concise summary of Smith's idea is given in Appendix B to
this report. The basic idea is to use a system model to generate the information that is not

g available because of the time delay. The effect of the model is to cancel (or compensate for)
time-delay behavior. The extension of the Smith principle to the control of systems that
exhibit inverse response was originally proposed by Ilinoya and Altpeter [88]. Several
other researchers have applied the concept to drum boiler level control [98,99].

The basic idea is to modify the measured level signal by a compensation signal,
• Le(s), which is the output of the feedwater flowrate compensator. The control input signal

to the PI controller then becomes:

L*(s) = Lm(s)+ Lc(s) (8.5.2.1-1)

@ where L*(s) is the Laplace transform of the compensated signal that will be used as input to
the P1 controller, Lm(s) is the Laplace transform of the measured level signal, and Lc(s) is
the Laplace transform of the compensation signal.

The compensation signal is to contaan both an inverse response and a mass
• oscillation term. Hence, the compensator is most readily designed by using the transfer

functions for those two terms except with opposite sign. Thus, from Section 8.3, we have:

- For the inverse response term: G2f
x2fs + 1 (8.5.2.1-2)

O

- For the mass oscillation term: - G3fs . (8.5.2.1-3)

(s+ +co
It is important that the compensation signal decay to zero under steady-state conditions.

• Otherwise, the controlled level would exhibit a steady-state offset. The mass oscillation
term does dic out at steady-state. However, because the inverse response transfer function
consists of a first-order lag term, the compensation signal as a whole will not do likewise.
To overcome this difficulty, Surgenor suggested a compensator that consists of an inverse
response predictor and an impulse function [98]. The compensator for feedwater flowrate

• thenhas thefollowingform:

Gcfffi G2f (xr G3fs (8.5.2.1-4)
_2ts+l (xfs+l (s+l/_3f) 2+ 2

• where Gel is the transfer function of the feedwater compensator and etf is an adaptive
parameter that determines the amount of compensation. If 0tr is set to zero, no
compensating action is taken and the controller is the same as a conventional one. If etf is
set to infinity, the inverse response is completely compensated. However, the difficulty
associated with the compensation signal in not going to zero at steady-state, then returns.

O

,
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The first termin Equation(8.5.2.1-4) compensates for the inverseresponse. It
consists of the inverseresponse predictorand the impluse function. The formeracts to
cancel theinverseresponseof the processwhile the latterforces the compensationsignalto •
zero with a time constant of cxf. Figure 8.5.2.1-2 shows the time behavior of the
compensated level aftera 5.0 kg/s feedwaterflowrateincrease in step fashion at l0 %FP.
Curves are shown for several values of cxf. As ¢xfincreases, the inverse response is
diminished but the steady-stateoffset errorincreases. Therefore, the value of the adaptive
parameterin the feedwatercompensatorshouldbe determinedfrom a considerationof both
stability and control performance. The detailed procedure for tuning this parameteris qP
addressedSection 8.5.3 of this report.

The compensation signal is then found by taking the pr_xtuctof the feedwater
compensatorandthefeedwaterflowrate. Thus, in the frequencydon_n, it ':s:

O

L_(s)= Gcfmf(s) (8.5.2.1-5)

The dcri,_ationcan also be done in the time domain. Two differential equations are
obtainedt'romEquation(8.5.2.1-4). These are:

O

d2Lci(t) / • dLci(t) d rhr(t) (8.5.2.1-6(a))
f2f_tf" + _T,,2f+ O_f_" dt + Lci(t) = G2f(Xf"dt2 dt

and

d2_m(t) + _.__. + + ¢_2 d rhr(t) (8.5.2.1-6(b)) I
dt 2 _3f dt f

where Lci(0and Lcre(t) aic the compensation level termsfor the inverse response and mass
oscillation, respectively. The compensation level, Lc(t), is the sum of Lci(OandLcre(t).

Equations (8.5.2.1-6) can be rewrittenin matrixform as: •

= + dt (8.5.2.l-7(a))

dtLLoi(t)J ___.L_ _ '_2f + af _Lci(t)] G2f I
'_2f_f '_2f_f - _2f -J

or

I 0 lI:
[- '_3f _3f

where
C

C
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L'ci(t)= dLdt(t) (8.5.2.1-8(a)) @

and

dL(t)
_'_m't'= dt " (8.5.2.1-8(b))

e

8.5.2.2 Stability Analysis of the Closed-Loop System with the Feedwgter Flowrate
Comcensator

In order to study the stability of the closed-loop system associated with the •
feedwater flowrate compensator, a frequency domain analysis is again performed. The
compensated controller consists of two closed loops. One is for compensation and the
other is for feedback. Figure 8.5.2.1-1 with its inner compensator loop can be redrawnto
give an equivalent single loop as shown in Figure 8.5.2.2-1. In this figure, Gs'ctrepresents

the equivalent seriescompensatorand is expressedas follows: •
• 1G_,r(S)=

1 + Gcl(S)Gcf(s) (8.5.2.2-1)

From Figure 8.5.2.2-1, the closed-loop transferfunction is expressed as:
O

Gsp(s) = Gfw(S)G¢t(s)Gser(s), . (8.5.2.2-2)
1+Gfw(S)Got(s)Gser(s)

Upon substitution of Equation (8.5.2.2.-1) into Equation (8.5.2.2-2), the closed-loop •
transferfunctionbecomes:

Gsp(S)=, Gfw(s)lG_l(s) (8.5.2.2-3)o

O

Theresponseof the closed-loop system is examined throughroot locusplots when
a single proportionalfeedback controlleris incorporated. Shownin Figures8.5.2.2-2 and
8.5.2.2-3 areplots for two differentadaptiveparameters(10 seconds and 100 seconds) at
10 %FP. When the adaptiveparameteris chosento be 10 seconds, the maximumfeedback
control gain that does not incur instability is 4.89 kg.s-l/%. This is an increase of only @
7.0 % as compared to that for existing uncompensated controllers. If the adaptive
parameteris chosen to be 100 seconds,ali rootsof the characteristicequationare located in
the left-half plane of the Laplace domainand the closed-loop response associated with the
proportionalcontrolleris guaranteedto be stable. Hence, it is concluded thata feedwater
flowratecompensator based on the simplified transferfunctioncan mitigate the instability

e
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Figure 8.5.2.2-2 RootLocus Plot of the Closed-Loop TransferFunction Associated •
with FeedwaterFlowratc Compensator(o_f- 10 s) at 10 %FP.
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@ Figure 8.5.2.2-3 RootLocus Plot of the Closed-LoopTransferFunctionAssociated
with FeedwaterFlowrateCompensator({xf= 100 s) at 10 %FP.

O

@
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problem associatedwith steamgeneratorlevel control at low power. Also, the system is
stableif the_aptive pmmaeterin thecompensatoris chosen to be 100 seconds.

O
8.5.2.3 Desi2nof theLoadParameterConmensators

Most previous work [98,99] on the control of systems that exhibit inverse
responsebehavior hasfocusedon the designof compensatorsfor the manipulatedvariable.
However, load parameters,such as steam flowrateand primarycoolant temperature,also O_
resultin an inverse response. This is e_ally truefor steam generatorswhere the level
setpointremainsconstantwhile the loadchanges. The resultinginverse behaviorfrom the
changein theload paren_ters can also leadto a mmsitoryfeedbackresponse in the wrong
direction. Thus, even though compensation of the manipulated variable (feedwater
flowrate) can guaranteestability, it cannotguaranteeth_ controllerperformancewill be
signifr.antlyimproved. •

Figure8.5.2.3-1 shows the trend in steam generatorlevel aftera power increase
from 10 %FP to 15 %FPon a 5.0 %FP/minuteramprate. The steamgeneratorwater l'_vel
controller was compensated by a feedwater flowrate compensator. For purposes of
comparison,the timebehaviorof the steam generatorlevel when regulated by an existing @
PI controllerthatwas tuneoby the Ziegler-Nichols method is also shownin this figure. In
the compensatedcase, the feedbackcontrolgain wa_set at 5.0 kg.s'l/% which is a factor
of 2.4 greaterthan &.atof the existing controller(2.1 kg.s-l/%). The process remained
stableeven when the higher feedback-ontrol gain was used. However, in both cases, the
control performancewas almost _e _ane. Table 8.5.2.3-l summarizesthe IAE and ISE
for 1000 seconds after the start of me power p_tion. The feedwater compensator •
reduced the IAE and ISE by approximately 40 % and 54 %, respectively. However,
because a greaterfeed_ck control gain was used, the inverse response effects associated
with load disturbances produceda bigger maximum error. Therefore, load parameter
compensation is needed to improve controlperformanceduring transientsthat involve

chan_ in demand. •

Thedesign of load parmnetercompensatmsis similarto thatfor feedwaterflowrate
compensation. Figure 8.5.2.3-2 is a block diagramof the load parametercompensators.
The inverse response of the measured level is to be offset by using model-based
compensators. However, the resul_g compensators differ from that developed for
feedwater flowratein two respects. Fin_ loadparametercompensationis to be done in an •
cpen-loop manner. Second, the measuredor estimated magnitudeof the load pman_ter
perturbationis required to avoid the need for steam flowrate measurements with their
concomitant uncertainty. On the assumption that steam flowrate is proportional to the
reactor neutronicpower, steam flowratecan be estimated from the neutronicpower, the

feedwaterflowra_, andthe feedwatertemperature.Thus, @

til = - QN (8.5.2.3-1)
m hl_ hfw
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Table 8.5.2.3-1

Q ConlrolPerformanceIndicesDurin_PowerRamn
Transientsfrom 10 %FPto 15 %FPon a 5.0 %FP/minuteRamoRate

Cases IAE ISE MaxError
• ,, [%si [%2s] [%]

Without Ccmapensation(A) 166.2 53.4 12.7

(K1= 2.1 kg/s/% and T1 = 228 s)

• With FeedwaterCompensation(B) 100.2 24.6 14.6

(K1- 5.0 kg/s/% and TI - 343 s)

Difference(B-A)/A [%] - 39.7 - 53.9 15.0

0 I I I
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Figure 8.5.2.3-1 SteamGeneratorLevel DuringPower RampTransientsfrom 10 %FP
@ to 15 %FPat a 5.0 %FP/minuteRampRate.
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where _hx is the estimated steam flowrate, QN is the measured neutronic power, hs is the
steam enthalpy, and hfwis the feedwater enthalpy.

O

For steam flowrate, a compensator based on the simplified transfer function can
now be designed in the same form as the feedwater flowrate compensator. Thus,

* _ (XsSG = G2s •

Q c, _2ss + 1 ass + 1 (8.5.2.3-2)

where G_s is the transferfunction of the steam flowrate compensator and CZsis the adaptive
parameter that determines the amount of compensation and precludes an offset error at
steady-state. If (Xsis set to zero, no compensating action is taken. Conversely, if as is set

• to infinity, the inverse response is completely offset. This adaptive parameter must, of
course, be determined from a tuning procedure.

For the primary coolant temperaturecompensator, the process transfer function of
primary coolant temperature change is modified so that it decays to zero at steady-state.
This was done by taking advantage of the fact thatGIT and G2T,are almost equal. Under

• that assumption, the primarycoolant temperaturecompensator (Gc'T)is:

( , )Gc1(S) = - GIT (-]-+ ZlT s) (1 + ¢2T s) " (8.5.2.3-3)
O

Because the compensation factor for primary coolant temlm'ature decays to zero at steady-
state, an impulse function that forces such decay was not required. The compensated level
signals are then obtained by taking the product of each compensato|" and its associated load
parameter perturbation. Thus, for steam flowrate and primary coolant temperature

O, respectively, we have:

L_(s) = G_s(s) rh,(s) (8.5.2.3-4)

LeT(S)= G_'i(s) Tp(s) • (8.5.2.3-5)
O

The corresponding time-differential equations are:

dLcs(t) drhn(t)
d2Lcz(t)+(xz, + (x) + L(t) =- Gz,cz, (8.5.2.3-6)

_1'¢z' dt2 cit citO

dL(t) dTp(t)
d2LcT(t)+ (XZT+ Z2T) dt + Lcr(t) =- Gt_Z2T- ZtT) dt (8.5.2.3-7)

_lT_2T dt2

0

dm,
W
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or, inmaurixform:

I 1'li 1 "[Les(t)1 = 0 I Les(t) + 0 d_(t) (8.5.2.3-8)

- LLcs0)J _.._I '1.+ as LL_(0J _ Gis

%IsGs %Is0_s %Is

B
and

d [LcT(t) ] 0 I L.cT(t) +

- XlT_2,r - XlTg2T - _ITT'2'r (8.5.2.3-9) @

where L_s(t) and L_T(t)are the time derivatives of the compensated levels for steam flowrate
and primary coolant temperature,respectively.

e
8.5.2.4 Incor__rationof Feedforward Action

Feedforward control action is added to improve control system performance. This
entails adding the change in the estimated steam flowrate directly to tt/e PI controller's
output. Figure 8.5.2.4-1 shows the steady-state mass inventory of a steam generator as a
function of power. The mass inventory decreases as power increases because more vapor @
exists at higher power. Therefore, the mass inventory should be offset when power
increases and supplemented Whenpower decreases. Dynamic lag compensation is used for
this purpose. The form of the compensator is:

rhft(s) = affs1+1 :bN(s) (8.5.2.4-1) ¢

where thft(s) is the Laplace transform of the feedforward controller output, mse(s) is that of
the estimated steam flowrate, and afr is the time constant for the lagged response.

8.5.3 Coqtroller Synthesis @

Figure 8.5.3-1 shows the schematic of the proposed controller, lt consists of a Pl
controller and three different compensators designed to offset the inverse response
associated with feedwater flow, steam flow, and primary coolant temperature. This

proposed comxoller has five adjustable parameters. These are the feedback control gain and (
the reset time of the PI controller (K 1 and T 1), the adjustable parameters in the inverse
response compensators (al and as), and the 'time constant of the lag term in the
feedforward controller (aft). In order to achieve superior control performance, the
proposed controller must be,properly tuned. Optimum tuning for these control parameters

(
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dependsnot only on controlperformancecriteriabut alsoon thetype of disturbancethatis
encountered. Forexample, a tuningaction thatminimizes LM/for a step change in load

@ will notminimizeIAE fora ramploadchange. Also, a tuningthatminimizesIAE for a step
change in load will not minimize ISE for the same transient. Optimum tunings also vary
with the natureof the process.

In this research,the time-integralperformancecriteria,IAE and/orISE,were used
to identify optimum tuning parameters. For the feedback control gain and reset time

• (K1 and T1), a simple criterion(0.316 decay ratio) was used. The feedback control gain
was set at 5.0 kg.s-1/% and the reset timeat 343 seconds at 10 %FP. These settings were
used over the entirepowerregion. In addition, a feedbackcontrol gain of 15.69 kg.s-1/%
and a reset timeof 343 secondswereused to demonstratestability.

• Figure8.5.3-2 shows the time behaviorof steam generatorlevel when c_cfand c_c_
were set at 10, 100, and 1000 seconds respectively. As shown in this figure, the best
controlperformancewas achieved when bothof these adjustableparameterswere set at 100
seconds. For the lag time constant in the feedforward controller, a value of 50 seconds
was used. It is time-consuming to identify the tuning parameters by trial and error.
Therefore,it is importantto realize thatthe valuesgiven here for the adjustableparameters

@ may not be the best possible ones.

8.6 EvaluationQfPrclx_se0$_eamGcr_eratorLevel Controller

Sim-ulationstudies in which the proposed controllerwas evaluated by application
• to differen'_transientsarereportedhere. The detailednon-linearmodel describedin Chapter

Seven of ahis report was used to simulate level response. A single power module with a
single steam generatorsimulationoptionwas used to evaluate the controller'sperformance
forfeedwaterflowrate perturbationsand power transients.Fourpower moduleswere used
to studythe controller'sperformancefor unbalancedload transientsin the multi-modular
power plants. The performanceof the steam generatorlevel controller was evaluated at

• various power levels by comparing the IAE, ISE, and the maximum level error. The
controllers studied included both the detuned, single-element PI controller and the
compensated controllerthat was developed here. The latter was used to control both the
single-moduleplantand the four-module,multi-modularplant.

• 8.6.1 FeedwaterFlowratePerturbationTransients

The reference transient studied was a 5.0 kg/s step increase in feedwater flowrate
from steady-state with core and turbine power held constant. The objective of the
controller was to manipulate the feedwater flowrate so as to maintain the desired steam
generator level. The conventional, single-element PI controller was tuned by the Ziegler-

@ Nichols method while the base case compensatedcontrollerdeveloped herewas tuned with
a 0.316 decay ratio and a reset time of 343 seconds. (No_e: Other values for these
parameterswere also usedwith the compensatedcontrollerto study variations.)

Figure 8.6.1-1 shows the time behavior of the steam generator level for 1000
o@ seconds following the referencetransient. The conventional, single-element PI controller

@
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stabilized the level but its response showed some oscillation. However, the controller
designed here (Section 8.5 of this report) both compensated for inverse response effects

• and provided a less oscillatory response. Also, it kept the level error at a smaller value
throughout the transient.

Figure 8.6.1-I also shows the level response at I0 %FP when the compensated
controller was tuned with a gain of 15.69 kg.s'I/%. Reset times of both 200 seconds and

• 343 seconds were used. Both cases show stable level trends. When tuned with a higher
gain, the controller not only guaranteed stability but also performed better, lt was decided
that, even though a high feedback control gain can improve controller performance during
feedwater flowrate perturbations, the feedback control gain should be set at 5.0 kg.s-I/%
for power ramp (up or down) transients because an imperfect steam flowrate compensation
might degrade performance as a result of small errors in the estimated steam flowrate.

O
Table 8.6.1-I summarizes the results of the feedwater flowrate perturbation

transients. The compensated controller that was designed here improved control
performance in all cases. It reduced the IAE by 54.4 % when the gain was set to
5.0 kg.s-I/% and, when the gain was set at 15.69 kg.s-I/%, it reduced the IAEs by 80 % to

• 85 %. The ISE and maximum error were also reduced significantly with the amount
0 rangingfromafactorof2.5to50.

8.6.2 PowerTransients

Figure8.6.2-1showsthesteamgeneratorlevelresponseduringa powerincrease
• from 10 %FP to 15 %FP at a ramp rate of 5.0 %FP/minute. The power increase required

one minute and the power was then to be maintained at 15 %FP. Both a conventional
single-element PI controller tuned by the Ziegler-Nichols method and the compensated
controller developed here (Section 8.5 of this report) were used. The latter showed better
control performance and a more gradual transition to the new equilibrium. The
conventional PI controller did yield a stable response but it was more oscillatory. Table

• 8.6.2-1 summarizes the time integral control performance indices for the runs. The
compensated controller signific_tly improved control performance in ali cases. Specially,

it reduced the IAE and ISE by one-third and one-sixth, respectively 1. The maximum error
was also reduced by 40 % when feedback gain was set to 5.0 kg.s"/%. However, higher
feedback control gains led to larger maximum level errors.

O
Figure 8.6.2-2 shows the time behavior of steam and feedwater flowrates. The

compensated controller increased the feedwater flowrate gradually until it reached steady-
state. In contrast, the conventional controller caused oscillations and at one point decreased
the feedwater flowrate to zero because of inverse response effects.

• Figure 8.6.2-3 shows the steam generator level response during a power decrease
from 20 %FP to 15 %FP at a rate of 5.0 %FP/minute. Power was then to be maintained at
15 %FP. Table 8.6.2-2 summarizes the time integral control performance index. Again,
the compensated controller significantly improved performance.

O

O
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Table 8.6.1-1

ControlPerformanceIndicesDurin_
FeedwaterFlowratePerturbationTransientsat 10 %FP @

IAE ISE MaxError

Cases [% s] [%2s] [%]
O

a) WithoutCompensation 30.93 2.07 2.86
(Kl= 2.1 kg/s/% andTl = 228 s)

b) With Compensation 14.08 0.42 1.17
(Kl= 5.0 kg/s/% and T1=343 s) @

c) With Compensation 4.77 0.05 0.44
(Kl= 15.69 kg/s/% andTl- 343 s)

d) With Compensation 4.05 0.04 0.41 @
(KI= 15.69 kg/s/% andTl= 200 s)
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Table 8.6.2-1

ControlPerformanceIndicesDurin2PowerRainy
@ Transientsfrom 10 %FPto 15 %FPat a 5.0 _oFP/minutel_amnRate

ii II-

IAE ISE MaxError

Cases [%s] [%2s] [%]
@

a) WithoutCompensation,3 ElementPI 166.2 53.4 12.67
(Kt= 2.1 kg/s/% andTl = 228 s)

b) With Compensation 46.3 7.7 7.85

• (KI= 5.0 kg/s/% and TIl 343 s)

c) With Compensation 42.1 11.7 14.88

(K!= 15.69 kg/s/% and Tl = 343 s)
0

0 I I I I

---- w/ Compensator (Ifa = 5.0)

@ w/Compensator (I_ = 15.69)

60 ....... w/o Compensator (Z-N Tuning)

@ 30 I I , ,
0 200 400 600 800 1000

Time (s)
Figure 8.6.2-1 SteamGeneratorLevel DuringPowerRampTransientsfrom

10 %FPto 15 %FPat a 5.0 %FP/minuteRamp Rate.
0

@
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Table 8.6.2-2

@ Control Performance Indices Durin_ Power Ramo
Transients from 15 %FP to 10 %FP at a 5.0 _oFP/minute Ramo Rate

IAE ISE Max Error
Cases

• [%si [%2s] [%]

a) Without Compensation 173.9 59.6 14.98

(Kl= 2.1 kg/s/% and Tl= 228 s)

@ b) With Compensation 65.2 9.1 6.88
(K1= 5.0 kg/s/% and Tl = 343 s)

c) With Compensation 64.8 9.8 7.49

(K1= 15.69 kg/s/% and Tl = 343 s)
®

0 I I I I '

oo-,.

ea _t

0 -- 'at _"

@ '

• 40 - I"" w/Compensator (K1= 5.0)

w/Compensator(I_ = 15.69)
....... w/o Cc_npensat_ (Z-N)

@ 30 R a I I
0 200 400 600 800 10 I0

Time (s)

Figure 8.6.2-3 Steam Generator Narrow Range Level During Power Ramp Transients
@ from 15 %FP to 10 %FP at a 5.0 %FP/minute Ramp Rate.

@
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Figure 8.6.2-4 shows the steam generatorlevel response duringa power ramp
from 95 %FPto 100 %FPat a rateof 5.0 %FP/minute. Two feedback controlgains, 5.0
k_.s-l/% and 15.69 kg-s-l/%, were used. A three-elementconventionalPl controllerwas @
also used. As shownin this figure,the proposedcontrollerprovidedsuperiorperformance
at thishigh power. IAE andISE were only 7.52 %.s and0.15 %2.s, respectively.

The above simulations showed that,even if the compensatedsystem uses only a
single-element Pl controller, its performance is adequate for high power operation.
Therefore,the proposedcompensatedcontrollercan be used over the entirepower region •
andflowraterdeasm'ementsarenotneeded.

8.6.3 _,ApFlicafionto Multi-ModularPowerPlants

The compensatedcontrollerwas appliedto steamgencaatorsconfigmed in aPWR-
type multi-modularpower plant. The reference transientwas to increase the module #1 D
power from 10 %FP to 15 %FP while the other modules remained at 10 %FP. Turbine
power was increasedfrom 10 %FP to 11.25 %FP. The feedback controlgain was set at
5.0 kg.s'l/% and the reset time at 343 seconds. Figure 8.6.3-1 shows the level of each
steam generatorduringthe referencetransient. The module #1 steam generatorlevel is
oscillatory with the amplitude of the oscillations growing in time. Those of the other Q
modulesalso show slowly growingoscillations. These oscillations in level arethe resultof
the un_ power operation. Because thepower was increasedfor only one module,
the pressure balance _amongthe steam generatorsand the main steam line header was
dismrt_ with the result that steam flowrateoscillated as shown in Figure 8.6.3-2. The
steam flowrateestimatorcould not predictthe steamflowra.teoscillations in a given steam
generatorbecause the model that it uses does not allow for _ delays and other non- Q
equilibrium effects. Specifically, it assumes that steam flowrate is proportional to the
neutronic power. In the case of unbalanced loads, this will not always be true. For
example,changes in one module'ssteampressurewill immediatelyaffect the flowrates in
the other modules. However, neutron_,cpower in these modules will notchange untilthe
impactof thechanges in the flowrateshavepropagatedthroughthe seco_ and primary •
loops. If power in ali four modules was in_ at the same rate, then the pressure
balance amongthe steam generatorsan0 the mainswarmline heederwould be maintained
and the time behavior of the steam generatorlevel would be stable as shown in Figure
8.6.3-3. Therefore, in unbalancedpower operation,a differentend morerestrictive steam
generatorcontrolleruming is requ_xL Figure8.6.3-4 shows each steamgeneral's level
when thefeedbackcontrolgainis set at 2.0 kg.s'l/%. In thiscase, the levels remainstable. •
,_,.gute8.6.3-5 shows the steamflowratesfrom each steam generator.These arestabilized
at thedesiredpoint.

Otherunbalancedpower transientswerealso simulated. For example, module # 1
power was increasedfrom 15 %FP to 20 %FP and module rg2power was decreasedfrom
15 %FP to 10 %FP both at a ramp rate of 5.0 %FP/minute. Power in the other two ¢
modules was held at 15 %FP. The turbinepower was also maintained at 15 %FP. The
feedbackcontrolgain of the compensatedcontrollerwas set to 2.0 kg.s'l/%. Figure8.6.3-
6 shows the _ of each steamgenerator'slevel duringthe above transient. As would
be expected, the module #I steam generatorshows level swelling and that of module #2

¢
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Table 8.6.2-3
@

ControlperformanceIndicesDurint PowerPowerRamn
Transientsfrom95 %FPto 100 %FPat a3.0 %FP/minuteRarhoRate--

,|

IAE ISE Max

• Cases [%s] [%2s] [%]
N

i

a) Without Co_sation, 3 ElementPI 15.52 0.46 1.38

(K!= 15.69 kg/s/% and Tl = 200 s

• Kw--Ikg/s/kg/sandTl= 200s)

b)WithCompensation 7.52 0.15 1.40

(Kt=5.0kg/s/%andTl=343s)

@ c) With Compensation 7.26 0.21 1.66
(KI= 15.69 kg/s/% and TI--" 343 s)

70 ....I I I I

----- w/ Compensator(Kt= 5.0)

@ ----- w/ Compensator (I_ = 15.69)

60 - . ...... w/o Compensator (3 Elements PI)

II4 • ...............o
".........-- ..--'''''''' --

41
" 40

• 30 , i , ,
0 200 400 600 800 1000

Time (s)

Figure 8.6.2-4 SteamGeneratorNarrowRangeLevel DuringPowerRampTransients
@ from95 %FPto 100 %FP ata 5.0 %FP/minuteRampRate.

@
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shows level shrink. However, the compensated controller stabilized the level in both
cases.

I
In summary,the proposed controller was successfully used for simulated steam

generator level control in a PWR-type, multi-modular power plant and it showed
reasonable performancefor unbalancedload operationprovided that it was tuned with a
low feedbackcontrolgain. Additionalsimulationsof multi-modularpower plant transients

@ arepresentedin ChapterNine of thisreport.

8.6.4 SensitivityStudyQfthe Com_nsation Parameters

The controller developed in Section 8.5 of this reportadopts inverse-response
compensation techniques which arederived from a transfer function model. Even the

@ simplifiedformof this model has many undetem_ed parameterswhichmust be identified
through numerical experiments. These studies are important because the controller's
overallperfom_ancedependson the accuracyof its parameters.

For this sensitivity study, it was assumed that the compensator was designed
based on an incorrectmodel. An errorof S0 % was either addedor subtracted to ali the

@ correctly calculated parametersin Equations8.3.1-4 to 8.3.1-6. The referencecase was a
balanced power rampfrom 10 %FPto 1S %FP at a ramp rateof S.0 %FP/minute. The
feedbackgain was set at 5.0 kg.s'l/% and the reset time at 343 seconds. It is importantto
recallthat a conventional,single-elementPIcontrollerresultsin a growingoscillationin the
steam generatorlevel response if feedbackgainis set greaterthan4.0 kg.s'l/%.

@
Figure 8.6.4-1 shows the time behavior of the steam generatorlevel during the

reference transient. Use of the controllerwith the inaccurateparameters resulted in stable
control of the steam generator level. However, its performance was, as would be
expected, degraded. In particular, when compared to the level response of the correct
controller,it was moreoscillatory. However, it did settleoutquickly when a -S0 %error

@ was imposed on the compensatordesign. The reason is that, while shortertime constants
do result in a more imperfect compensation, the erroneouscompensating signal itself dies
out more rapidly.

Table 8.6.4-1 summarizes the overall results. The incorrectly designed
@ compensators increased IAE by 12 % to 34 % and ISE by 27% to 45%. The maximum

level errorwas also increased. This was especially truewhen a -S0%errorwas imposed
on the compensatordesign. In that case, the maximum level errorincreased by 32 %
because of the imperfectness of inverse response compensation. However, the overall
level trendis not thatof a stableprocess.

@ Based on these results, it was concluded that the compensatedcontrollerthat was
designed here was robustto errorsthatoccurredduringsystemidentification. Specifically,
even if the compensation was basedon a somewhatincorrecttransferfunction model, the
controllerstabilizedlevel disturbanceswith its performancebeing only slightly degraded.

@
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Table 8.6.4-1

ControlPerformanceIndicesDurin_ Di
PowerRamoTransientswithIncorrectPaiameters

IAE ISE MaxError

Cases [% s] [%2s] [%] OI

a) ExactParameters(A) 46.3 7.7 7.85

b) + 50 %Fa'roron ParametersCB) 61.9 9.8 7.93

Difference CB-A)/A[%] (34%) (27%) (1%) •

c). 50 % Erroron Parameters (C) 54.7 11.2 10.35

Difference(C-A)/A [%] (12%) (45%) (32%)

O

70 , , , ,

I + 50 %Error on Parameters
....... 50 %Error on Parameters •

60 Reference

,_ 50

•_. °B ,B

40- •

30 __ i •
0 200 400 600 800 1000

Time (s)

Figure 8.6.4-1 Steam Flowrate During Power Ramp Transients with Incorrect
Compensation. •
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8.7 As_ssment of Com_t_e.nsator-BasedSteamGeneratorLevel Controller

Q A robust U-tube steam generator water level control system was proposed to
replace current-generation, single-element P1 level controllers. The proposed controller
should be of benefit in the operation of U-tube steam generators that exhibit 'shrink and
swell' effects. Improved steam generator level control performance is obtained through the
use of a model-based compensation technique. Compensators for feedwater flowrate,

• steam flowrate, and primary coolant temperature were developed. These compensators
were obtained from a simplified transfer function model for the purpose of offsetting
inverse response behavior. Feedforward control was also applied to improve control
performance. Finally, in order to avoid the need to use an uncertain measured steam
flowrate, a steam flowrate estimator was designed. It uses the measured neutron power,
steam generator pressure, and feedwater temperature to approximate the actual ste_.m

B flowrate.

This compensator-based controller ensures stability at both low and high power
even when tuned with a high feedback control gain. Also, because it does not use
measured flowrates, it is robust to flowrate measurement errors. Simulation studies of

• various transients show that the use of this new controller greatly reduces the effect of
inverse response and significantly improves the controllability of steam generator level.
The proposed controller can be applied to the operation of steam generators in PWR-type,
multi-modular power plants. In that case, continued use of a high feedback control gain
causes oscillatory behavior because of steam flowrate oscillations between each steam
generator and the main steam line header. The compensators do not correct for this because

• they do not immediatelyreflect changes in the steam flow splitthat occur during unbalanced
maneuvers. However, if the proposed controller is tunedwith a low feedback control gain,
it displays acceptable control performance during operation with unbalanced loads. The
proposed controller also exhibits robustness to errors in the parameters of the simplified
model.

O

O

O

O

O
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9. ControlofPowerinPWR-T__vvcMulti-ModularReactors(I)

Thischapterreportsthedevelopmentofclosed-loopdigitalstrategiesfortlmcontrol
Q of _cutronicpowerin both individualPWR-typemulti-modularreactormodules and in the

piant as a whole. The goal of these strategies is to achieve a balance between the electric
demand as requested by the load dispatcher and the possible need to distribute that load
unevenly among the plant's modules. For this purpose, a hierarchical architecture was
selected with the plant power controller being the uppermosttierand the individual module
controllers being the lower tiers. Included in this chapter are a review of PWR power

@ control methods relevant to multi-modularplants, a descriptionof the proposed controller,
and the results of simulation studies in which the controllerwas evaluated.

9.1 Statementof Problem

• The operationof a multi-modular power plant shouldpermit unbalanced operation
in which each moduleoperatesat a differentpower level. Specifically, shouldone module
be shutdown,the otherscancontinue to supplysteam to the turbinegeneratorand therefore
maintain a relatively high capacity factor for the plant as a whole. In fact, this mode of
operationwill probablybe used to conduct refuelingswithout the need for taking the entire
plant off-line. This in turn means that each module in a multi-modular plant will be

@ routinely operated at a different load factor so as to stagger the times at which individual
cores must be refueled. This approach to facility operation creates a complex control
problem because each power module supplies steam to a common headerand the steam
fiowrate from each individual module depends on both the hydraulic conditions in that
module and on the pressure in the common steam line header. Thus, conditions in each
steam generator and the common steam line header must be coordinated to allow eachO
power module to supply an assigned fraction of the total plant load.

If conventional control methods (PWR-type analog controllers and licensed
operatorsupervisorycontrol) are to be employed, then there will be a significant numberof
control signals and operatingparametersto be monitored and processed. Also, each power

@ module will requireits own complete controlroomwith the usualcomplementof operators.
The resulting personnel and training costs could make such an approach to multi-modular
power plant operation prohibitivelyexpensive. New control techniques that rely on digital
technologycan avoid these costs by permittinguse of a single centralized controlroom.

At present, the direct digital control of nuclear power plants is not practiced in the
• United States. Regulations requirethat any system that is needed for the shutdownof the

plant or that is associated with safety be subject to exhaustive quality control tests. The
result is that only proventechnologies, usually hard-wiredanalog devices, are employed.
This situation is slowly changing as is illustrated by the installation of digital feedwater
systems in several nuclear ?lants and by digital control experiments conducted on the

Q MassachusettsInstituteof Technology'sResearchReactor,MITR-II. Also, as describedin
ChapterThreeof this report,one method for the control of neutronic power via a digital
computer has been licensed by the U.S. Nuclear Regulatory Commission for use on the
MITR-II. If properly designed and implemented,a digital control system will enhance safe

@ (1) This chapter is based on work performedby Keung Koo Kim underthe supervision of
ProfessorJohn E. Meyer,Professor David D. Lanning, and Dr. John A. Bernard.

O
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operation.Nevertheless,concernsexistaboutthedigitaloption.Oneoftheadvantagesto
multi-modularpowerplantsisthatthoseplantscanbemadepassivelysafe.Thisshould
alleviateconcernsabouttheperformanceofthecontrolsystemandhenceperhapsmake

automaticcontrolstrategiesmoreacceptableto both licensingauthoritiesandthe public. •

"['heresearch presented here concerns the control of power in PWR-type multi-
modular plants with efforts focused on the operation of both individual modules and the
plant as a whole. The objective is to supply the requisite total steam _owrate while both
observing constraints on the use of each module and minimizing perturbationsto those
modules. •

9.2 Controlof PowerandTemoeramrein PWRs-

Control principles and strategies that have proven to be effective in PWRs can be
utilized as the basis of a powercontrol system for a PWR-typemulti-modularpower plant.
Presentedhere is a summaryof the approachused for the coordinated control of thermal @
powerandprimarycoolant temperaturein pressurizedwaterreactors.

9.2.1 pWR ControlStrateoes

Controlof global (total)reactor thermalpower andprimarycoolant temperaturefor •
power operationabove 15% of nominal full powercan be accomplishedeither manuallyor
by an analog automaticcontroller. The latter uses both the currentand desired power as
well as temperaturedynamic behavior to generate an appropriatecontrol action. The
actuatorsignal is the controlrod speedand direction. The analogcontroller is designedto
handle the following PWRoperationaltransientswithout causinga reactortrip:

Q

1. A ten percent (+10%)stepchange in demandedload,

2. A five percentperminute(:k5%/min)rampchange in demand,and

3. A one hundredpercent (100%) step electrical load decrease with steam dump I
operation.

For operation above 15% of rated power, commercial PWRs are normally
controlled using the average primarycoolant temperature, Tare. Variousreactorcoolant
temperatureprogramsareused depending on the needs of the plant in question. The two
extremes are the 'constant "lav©'and 'constant steam pressure' programs. The merits of @
eacharesummarizedhere.

A constant average temperature is desirable because it keeps the reactor coolant
system watervolume nearlyconstantthereby minimizing requirementson pressurizersize.
This approachalso reducesthe need for reactivitycontrolbecausethe changes in moderator
temperature are reduced. The major disadvantage to this mode of control is that the @
secondary plant's steam pressure will vary significantly as reactor neutron power is
changed from 15% to 100%. Figure 9.2.1.1 illustrates a typical constant average
temperatureprogram.

@

@
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A constant steam pressure program optimizes the design of the secondaryplant, but
resultsin a largerangefor theaverageprimarycoolanttemperature.This in turnmeans that
the controlsystem must be able to handle the large reactivifiesthat resultfromshifts in the
moderator's temperature.Also, sizing of the pressurizerbecomes complicated becauseof •
the need to compensate for the widely varying reactor coolant system's water volume.
Finally, to keepthe primarycoolant fromreaching the undesirableconditionof bulkboiling
in the core, an upper limit must be placed on the allowed average temperature. Figure
9.2.1-2 depicts a typicalconstantsteampressureprogram.

A compromisebetween the above two extremesin temperatureprogramsis the @
'sliding Tave' program which combines the 'constant "lave'and the 'constant steam
pressure'programs to optimize the pressurizersize, secondary plant design, reactivity
control,andthe temperaturerise across the core. The sliding 'laveprogramwas adoptedin
this research.

9.2.2 PWRAnaloe ControllerControlLoeic Q

Inputsto a PWR'sanalogcontrollerare areferenceprimarycoolant temperatureand
the first stage turbineimpulse pressure. The latteris linearly proportionalto turbine load
an0 is used to determinethe appropriatereference temperature.The outputfrom the control O
system is a desired control rod speed and direction. Figures 9.2.2-1 and 9.2.2-2 are
simplified diagramsof the logic that is employed. There are two errorsignals. The first is
a comparisonof the auctioneered high Tar obtainedfrom the narrowrange temperature
sensorswith the reference temperatureobtainedfromthe load map. This is inherentlyslow
because of both the finite tithe for heat transferand the travel time of the primarycoolant
through the primary loop. The second error signal is a power rate mismatch that is •
obtained by comparing the rates-of-change of turbine power and neutronic power. This
signal anticipates changes in the average temperature and thereby provides a quicker
response to changes in load. The power rate mismatch signal is multipliedby a non-linear
or variable gain which converts it to an equivalent temperature error. It is then summed
with the average temperatureerrorand sent to the control rod speed and direction program.
(Note: The non-linear gain unit causes larger changes in load to have larger effects. @
Specifically, it imposes a higher gain at low power levels and a lower gain at high power
therebyenablingthe power rate mismatcherrorchannelto provideadequate control at low
power levels as well as stableoperationat highpower.)

The two error signals complement each other. Because the temperatureerror is •
inherently slow, it is desired to have the power rate mismatch signal anticipate changes in
averageprimary coolant temperature. However, the power rate erroris based on a rate-of-
change, and therefore will be zero during steady-state operations. Hence, it is possible to
have a unbine/core power mismatch with a power rate mismatch of zero. The discrepancy
in demanded and actual power would then be controlled by the temperatureerror. Thus, O
during steady-state operation, the temperatureerror signal provides the fine control to
maintain the average temperature within the desired band and, during load changes, the
power rate mismatch signal provides a quick response.

The rod speed and direction program determines a control rod bank speed and
direction based on the magnitude and sign of the total errorsignal. Rod speed is limited to •
between 8 and 72 steps perminute, with one step equal to 1.5875 cm. The lock-and-latch
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control rod drive mechanisms for Westinghouse PWRs require approximately 0.8 seconds
to move a bank of control rods one step. The rod speed and direction unit also contains a
deadband to prevent system oscillation,thereby reducing unnecessary rod motion due to

i signal noise and prolonging the life of the control rod drive motors. Figure 9.2.2-3 shows
a typical PWR control rod speed program. Rod motion begins at + 0.56 °C at eight steps
per minute (spm). The lockup of + 0.28 °C prevents system oscillation. At an error of
+ 1.67 °C error, the speed begins to increase linearly, so that at an error of :i:2.83 °C the
rod speed is at its maximum, 72 spin. The polarity of the error signal determines the
direction of rod motion. If Tare is less than Tref, the rod motion is outward in order to

@ increase power and primary coolant temperature. Conversely, if TA is less than Tire, the
rod motion is inward in order to reduce power and primary coolant temperaua'e. Once the
required rod movement has been determined, the rod speed and direction signals are sent to
the control rod logic cabinet, which selects the proper control rod bank(s) to be moved.
Current PWR technical specifications require a fixed overlap between control rod banks to

CP prevent axial flux peaking. This overlap is typically half of the total axial core height.
Before the actuator signal is finally implemented, a series of control rod interlocks that
block outward rod motion under certain plant conditions are checked. These are designed
to prevent an uncontrolled power escalation that could lead to a reactor nip. They include:

1. High (typically 103%) power level,
@

2. Low power level to prevent automatic control below 15% powex,

3. Control rod bank D full-out limit, and

4. Over-temperature differential temperatureand over-power differential
• texture limits.

The over-temperature andover-power differential temperature control rod interlocks
protect the core from conditions of departure from nucleate boiling (DNB) by blocking
outward rod motion before the over-temperature and over-power differential temperature

@ trip setpzints are reached. The _ points are calculated from the average temperature, its
rate of change, the power level, the primary system pressure, the primary coolant flow, and
the measured axial flux difference.

9.3 (_eration of PWR-Type Multi-Modular Power Plants

@ The defining characteristic of a multi-modular plant is that of interdependency. This
occurs because each module's steam generator supplies steam to a single turbine via a
common steam line header. Hence, a change in the power of any given module's reactor
affects not only its own coolant temperature, but also those of the other reactors. It is this
interdependence that makes it challenging to design a power control system for a multi-

@ modular plant.

9.3.1 __ Characteristics

As noted previously, one of the requirements imposed on multi-modular power
plants is Lhatit be possible to operate under conditions of unbalanced loads. That is, each

Q
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reactoris at a differentpowerlevel. Forreactorsthatareultimatelyconnectedto a common
steam header,this can only be achieved if each has a different averageprimarycoolant
temperature.This is illustratedby the following analysis which assumesidealheattransfer

Q conditions. The heatproducedfromfission is given by the expression:

Q = rhcp(AT_

= mcp(TH-T c) (9.3.1-1)

@ where Q is the rate of energyproduction,riais the mass flowrateof the primarycoolant,Cp
is the heat capacity of the primarycoolant, ATcoreis the temperaturerise across the core,
TH is thehot leg temperature,and Tc is the cold leg temperature.A similarrelationcan be
writtenfor the heat transferredfromthe primaryto the secondaryvia the steam generator.
It is:

O Q = UA(Tave-Tsg ) (9.3.1-2)

where U is the heattransfercoefficient,A is tube ba_Ale'ssurfacearea,Tar¢is the average
primarycoolant temperature,and Tsgis the saturationtemperatureof the steam generator's
secondary side. Conditions in the steam generator are saturatedand steam generator

@ pressuretherefore variesdirectly with Tsg. In order for steam to flow from each module,
the pressure in each steam generator must be equal. Hence, because of saturated
conditions, the temperatureof each on-line steam generatormust be the same. This in turn
means that it will only be possible for each module to operate at a differentpower level if
the averageprimarycoolant temperaturesarealidifferent.Thatis:

• Tare = Q/UA + Tsg (9.3.1-3)

The above analysis neglects the effect of losses in the steam piping which are
proportionalto the squareof the steam flowrate. Thus, insteadof specifying that each
steamgeneratorhave the samepressure,a morecorrectstatementwould be to requirethat

@ the pressureat each module's inlet to the main steam header be equal. Pressures in the
individual generators will vary slightly depending on the length and curvatureof the
associatedsteamline.

As a practicalmatter,the needto operateeach reactorata differentaverageprimary
coolant temperatureresults in a rathercomplicated temperature-power control program.

@ This is illustratedin thefollowing analysis where it is assumed that each module follows a
sliding Tare control program. Consider a multi-modular plant that consists of two
modules. Figure9.3.1-1 showsTare andsteamgeneratorsaturationpressureas a function
of module power. If both modules are operated at QI, the pressure in both steam
generators is Ps_,l and that of the mainsteam line headerIs Ph,l" However, suppose that
modules#, and'#2areoperatedat two differentpower levels, QI andQ2 respectively. The

@ situationis now quite different. Module #1 is operated to follow theoriginal sliding Tave
controlprogram. Hence, its primarycoolant temperature is Tare,1and its steamgenerator
and main steam line headerpressures are Ps_,l and Ph,l respectively. If module #2 were
also operatedin accordancewith the original program,_en its steam generatorpress.ure
and coolant temperaturewouldbe Pss,2 .andTave,2.respectively.However such a slt_tlo?
would be unstable because Psg,2exceeas t'sg, 1. rtence, steam nowrate from mooute wtO

@
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would be cut off andmodule#2's powerwould rise in responseto the loaddemand. After
some oscillatory behavior,it and module #I would eventually become equal in power. In

. ! *

order to avoid this situation,the pressurem module #I s steamgeneratorshould be Ps- 4.
I _: Possible differences in piping losses areagainignored.) As a result, module _'_s

temperature can not be controlled to maintain 'lave,2. ,Rather,as is shDwnby Equation
(9.3.I-3) it shouldbe controlledto some lowervalue, Tare2 because PS_,2and therefore
the corresponding steam generator temperatureare less _'an the values=specifiedby the
original sliding Tave program for a module operated at power level Q2. Thus, three
conclusions can be drawn. First, the original sliding Tave control programcan only be

• appliedto the highest-power reactorin a multi-modularpower plant. Second, the primary
coolant temperaturesof the lower-power modules depend on both their own module's
power and on that of the most heavily loaded module. Third, the primary coolant
temperatureof thehighest-powermodule dependson only thatmodule'spower.

• Figure9.3.1-2 is a load mapfor a reactorin a multi-modularplant. Given module
power and the power of the highest-power module, it can be used to determine the
appropriatevalue of the average coolant temperature. Use of the figure requiressome
practice. The thick black line is that of the highest-powermodule. The other lines arefor
the lower-power modules with each representing a power level for the highest-power
module. As an illustration,suppose there aretwo modules in a given plant. The highest-

Q power one is to be operated at60 %FPand the lower-power one at40 %FP. For a module
power of 60 %,the thickblack line gives an averagecoolant temperatureof about 302 °C.
In order to determine the temperature for the other reactor, we must first select the
appropriate curve. The one with the cross marks (x) is correct because it gives the
temperatureof the lower-power modules as a function of module power for the condition

I that the highest-power module is at 60 %FP. Thus, for a 40 % module power, the
temperatureof the lower-powerreactorshould be about298 °C. Figure9.3.1-3 gives the
correspondinginformationfor steamgeneratorpressure.

9.3.20oerafional ModesandOoeratin_Stratet,ies

qP Electric power demand varies over the day with the greatest demand occurring
duringthe daylight hoursand the leastduringthe late nightandearlymorninghours. Most
electric grids contain a mix of base-loaded and load-following power sources so as to be
able to supply thiscyclic load with efficiency and at low cost. In general, nuclearplants
constitute the base-loadcomponent with fossil-fueled ones used for load following. This
has made economic sensebecausenuclear fuel costs aremuchless than thoseof their fossilO
counterparts. However, as the amountof installednuclear-generatingcapacity increases,
the capabilityfor nuclearplants to operatein a load-following or frequency-controlmode
will become increasingly important. If a nuclearpower plant is assigned to daily load-
following, the power demandvariationis so slow that plant outputcan be determinedby
the operator. This operatingapproachis therefore almost the same as base-loadoperation

• and is referred to as 'reactor-leading.'However, ff a nuclearpower plant is assigned to a
fast-varyingtype of load-following such as gridfrequencycontrol, then plant operationis
controlled by the turbine. This approachis termed'turbine-leading.'

In this research, two operational modes were selected and a requirement was

Q imposed that it bepossible to transit smoothly between these modes. Those selectedwere:

Lib
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1. Svecified PowerDemandMode: In this mode, the operatorinputsa forecasted
demand and the power controlleradjusts the reactor's output to maintainthe
operator-specified setpoint. This operational mode is preferredwhenever the

I plantis allocatedto base-loadoperation.

2. ArbitraryPower Demand Mode: In this mode, the turbinepower follows the
demandedload as specified by the load dispatcher and the power controller
adjusts the reactor'soutput accordingly. This operational mode is preferred
whenever the plant is assigned to eithergrid networkfrequency-controlor fast-

• changingload-following.

Theprincipaldifferencebetweenthesetwooperationalmodesisthatfutureload
changesareknownifoperatinginthespecifiedpowerdemandmode butnotifinthe
arbitrarypowerdemandmode. As a result,twodifferentplantpowercontrolsystem

• designs areneeded.

Within each operationalmode, several operating strategies are possible. These are
used to distribute any change in the demanded load among the various modules. Four such
strategies are under consideration for the PRISM multi-modular plant [102] and those four
werealiexamined here. They are:

O
1. FAg_J,O._: Ali availablemodules sharethe load equallyandhence pickup the

samefractionof any change in load.

2. Eoual Change: The available modules are operating underunbalanced load
conditions with each supplying a different fraction of the total demand.

• Changes in demandaredivided by the numberofavailable modules and each
picksupthe samechangeinload.

3. Extreme First: The available modules are operating underunbalanced load
conditions with each supplying a differentfraction of the total demand. The

• lowest power module in the case of an increase,or the highest in the case of a
decrease,is changed first, then the next,etc., untilthe desired targetis reached.

4. PresetValue: The intent here is to permitswing operationin the presenceof a
constant load demand. The available modules may or may not initially be
operating underconditions of unbalanced loads. The reactoroperatoralters the

• setpoint of the selected module and the power levels in the other available
modules are shifted automatically using either an 'equal change' or 'extreme
fast' strategy. The result is that the selected module's power is changed to the
desiredvalue and the other modulescompensate so that there is no net change in
the plant's output (i.e., the turbine load remains constant). The preset value

• strategyalso allows changesof power in which a given module is excluded.

The selection of the appropriateoperatingstrategy is done by the reactoroperatorthrough
the plantpower controller.

Q

O



-227- @

9.3.3 Controlof PowerandTemt)erature-

The operation of a multi-modularfacility requiresthe coordinatedcontrolof power
andtemperaturein each on-line reactor. Accordingly, it is useful to examine the controlof •
these parameters in current-generation pressurized water reactors. For purposes of
illustration, the PWR in question is taken as having the same power ratingas a modular
reactor and also as having a strong negative temperaturecoefficient of reactivity, on the
orderof 1.4.10.4 AK/KPC. The examples given in the discussion that follows have been
idealized to illustrate the differences thatresult from a change in turbinevalve position as
opposed to movementof the control rods. @

9.3.3.1 Adiustmentof TurbineValve Position- PowerChan_e_ v

An increasein power can be initiated byopening the valve that admits steam to the
turbine. The effect of this action is to lower the secondary side pressure in the steam @
generators.However,because these steam generatorsoperate undersaturatedconditions, a
decrease in pressureis also reflectedas a decrease in temperature. This in turnmeans that
the temperatureof the primarycoolant that leaves the steam generator(i.e., the cold leg
temperature)also drops. The entryof this cooler waterinto the reactor core insertspositive
reactivity because of the negative temperaturecoefficient. As a result, the fission rate
increasesand so does the temperatureof the coolant exiting the core. That is, the hot leg @
temperaturerises with the result that additional energy is transferred to the secondary
system. Steam generator pressure and temperature therefore increase until steam
production again equals demand. The net effect is that both reactor power and the
difference between the hot and cold leg temperatureshave been increased. Also, steam
generator pressure and temperature stabilize somewhat below their original values. @,
However, the average primary coolant temperatureremains constant. Thus, power has
been adjusted without affecting temperature. _: In current-generationPWRs, the
automatic controller would withdraw the control rods in order to raise temperature in
accordancewith the slidingTare program.) Figure9.3.3.1-1 illustrates the aboveresponse
of a PWRto an increasein demandedload.

Q

9.3.3.2 Adjustmentof ControlRod Position- TemperatureChange

Adjustment of a PWR's average coolant temperature can be achieved through
movement of the controlrods. Specifically, withdrawalof the controlrodswill cause an
increase in the fission rate and hence a rise in the temperature of the waterthat exits the @
core. That is, the hot leg temperature rises with the result that additional energy is
transferred to the secondarysystem. However, unlike the situationdescribed in Section
9.3.3.1 of this report,the steam supplyis alreadyequal to thatdemandedbecause there has
been no change in the position of the valve that admitssteam to the turbine. Hence, the
effect of the additionalenergyis to raise steamgeneratortemperatureandpressure. This in
turncauses the temperatureof the primarycoolant that leaves the steam generator(i.e., the @
cold leg temperature) to rise. Upon entering the core, this hotter coolant inserts negative
reactivity thatoffsets the positive reactivity thatwas the consequenceof the rod withdrawal.
Reactorpower thereforereturnsto its original value. The net effect is that there has been
no change in either the reactor power or the temperaturerise across the core. However,
both the hot and cold leg temperatureshave risen with the result that the reactor is now
operatingat a higher average coolant temperature.Steam generature temperature has also @

@
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risen and the control rods remainat their higher position. Figure 9.3.3.2-1 depicts the
behaviorof aPWR following a rodwithdrawalunderthe conditionsdescribedabove.

9.3.3.3 Adjustmentof Multi-ModularReactorPowerandTemverature
I

lt is likely thatone of themostcommonlyperfonn_ operationsat a multi-modular
facility will be to shift from a condition whereali modules aresupplyinganequal fraction
of the load to one where the module with the least fuel burnupis supplying a greater
fraction. For purposes of illustratingthis maneuver,designate the reactor that is to be

• operated at the higher power level as module#A and assume that there are a sufficient
numberof modulesconnected to thecommon steam line headerso that noone module can
affect conditions in that header. The shift to an unbalancedload condition is initiated by
withdrawingthe control rods in reactor#A. This first causes the fission rate and then the
hot leg temperatureto rise. The net effect is to transferadditionalenergy to the secondary
system. In the case of a PWR (one reactor),the presenceof this additionalenergycauses

@ steam generatortemperatureandpressureto rise because, in a single reactor system, there
will be very little increase in energy removal from the steam generators unless the
admission valve to the turbine is opened further. Thus, in a PWR, the increase in steam
generatortemperaturetranslatesto a similarrise in the cold leg temperatureof the primary
system andthis in turngeneratesthe negativereactivity neededto restorethe reactorto its
original power level. The situationis quite differentin a multi-modular plant because in

@ that case an increasein the energybeingremoved froma given module'ssteamgenerator(s)
is possible even though total steam flowrate (i.e., that of ali modules) is unchanged. This
happensbecause,in the multi-modularplant,conditions in the steamgeneratorare fixed by
the common steam line header. Specifically, if the steam generatortemperatureremains
constantwhile the hot leg temperaturerises, thenenergy conservationdictates thatthere be

@ an increase in the steam generation rate. Thus, steam flow from module #A's reactor rises
and, because overall demand is unchanged, the flows from the other modules decrease in
order to compensate. These decreases result in slight elevations of the cold leg
temperatures which in turn create negative reactivity insertions. Thus, power in the other
modules is reduced. The net effect is thereforeto establishan unbalancedload condition in
whichone nxxtule is at both a higher power and a higher averagecoolant temperaturewhile

@ the other modules areali at a somewhat lower power level. Each of these other reactors
settles out ata slightlyhigheraverage coolanttemperaturewith the differencebetween their
hot and cold leg temperaturesbeing lessened. Figures 9.3.3.3-1 and 9.3.3.3-2 illustrate
the process.

@ In reality, changes in modulepowerand temperaturemay be more complex thanin
the idealized scenario given above. For example, it may be desired to raise plantpower
while at the same time shifting the load fraction between the variousmodules. Also, if a
sliding Tare controlprogram is observed, then it will be necessary to raise temperatures
whenever power in increased. These types of changes can be accomplished by the
sequential application of reactor power and turbine power adjustments. This is the

@ approach taken in Section 9.4.1.1 of this report where the actual power controller is
described.

e
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9.4 PWR-Twe Multi-ModularReactorController--

The PWR-type multi-modularreactorcontrollerdeveloped as partof the research
reported herewas designedin accordance with the operationalrequirements imposed on O J
current-generationPWR analog power controllers. These were given in Section 9.2.1 of
this report. In addition, the controller incorporatesa supervisorycapability such that a
challenge would not be made to the safety system as the result of any automaticcontrol
action. Thiscapabilityis particularlyimportantin a multi-modularplantbecausechanges in
one module canaffect theoperationof theothermodules. Describedhere is the architecture
of the controller. @1

9.4.1 ControllerArchitectureandCo_mponelats

A multi-tiered, hierarchical design was selected for the controller. This choice
follows logically from the design of a multi-modularplant becausecontrol decisions must Q I
be made at the plant,module, and system levels. Developed in the course of this research
wereplant, module,controlrod, and steamgeneratorlevel controllers. Descriptionsof the
f'wstthreearegiven herewhile that for the latterwas given in ChapterEightof this report.
Also required,but not covered here, is a turbinecontroller. Figure 9.4.1-1 shows the
hierarchicalrelationship of these various controllers. (Note: Shaded components are
discussedin thischapter.) @1

9.4.1.1 PlantPowerController

The principalrole of the plant power controlleris the allocation of load among the
on-line modules. It does this in accordance with the selected operational mode and @_
operating strategy. It also sends the turbinepower demand signal to the turbinepower
controller. In addition to these roles, it may also have other functions such as safeguard
and event response.

Figure9.4.1.1-1 shows the relationshipbetween the plant power controller and the
other subsystems. At any time, the operatormay select the operalSonalmode and operating @
strategy that areto be used. The plant powercontrollerreceives the load demand from the
load dispatcher if in the arbitrary power demand mode or from the operator if in the
specified power demand load. It also receives the operational status of each module
from the individualmodule power controllers. Severalpredeterminedrules includingones
fordemand power allocation under each specific operationalmode and operating strategy @_
areencoded in the plant power controller's software. In addition, safeguardrules such as
the procedure to be followed should one of the modules suddenly become unavailable
would also be encoded.

One of the functionsof the plant power controlleris to select the appropriatemeans
for effecting both temperature and power adjustments. As noted in Section 9.3.3 of this @1
report, this can be done by making sequential changes in the reactor and turbine power.
Forexample, if temperatureand power areboth to be increased (as would be the case if a
sliding "lave program is observed during an increase in demand), then it would be
appropriateto raise reactorpower first andthereby generate the energyneeded to heat up
the reactor coolant. The turbine power increase, which results in greater energy removal, @_
would then follow. The time interval during which either the reactoror turbine power is

O_
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held constant while the other is adjustedis referredto hereas a 'static time delay.' Table
9.4.1.1-I lists these delays for certain evolutions. The values shown were selected
empiricallyso as to minimizethe deviation in temperatureandpower from theirdemanded

@ trajectories.

The static time delay approachworksquite well when operating in the specified
power demand mode (see Section 9.3.2 of this report) because the demandedpower is
known in advance. Hence, it is possible to plan a sequence of reactor and turbinepower
changes. Operation in the arbitrarypower demand mode is more difficult because the

• demanded load can not be anticipated. Hence, the static time delay approachcan not be
applied. Rather, module and turbinepower are both increased at the same time and the
module power may overshoot or undershoot its equilibrium value for some time.
However, if lead-lag dynamic compensationis applied, the duration of the overshoot or
undershootcan be reduced. Values of the lead time constants used here are as given in

@ Table 9.4. I.1-1. A lag time constant of 8.0 seconds was used for ali operations. Thus,
Whenthe turbine power is delayed (module power increasesfirst), the demanded module
power is modified by a positive lead-lag compensator. The result is that module and
turbinepowerareincreasedat the same timebut the modulepower increasesfaster because
of the lead-lag compensation.

@ 9.4.1.2 ModulePowerControtler

The module power controller has several important roles including transmissionof
the demanded module power to the rod controller and supervision of module parameters.
The latter entails preventing the rod controller, which forms the lowest tier of the

@ hierarchicalcontroller,fromimplementingcontrolrod motion that would piace the reactor
in an undesirableregion such that the reactor safety system might be challenged or an
operating limit exceeded. Thus, the supervisory controller overrides the rod controller
when violation of operating limits might be possible. The basis of the supervisoryportion
of the module power controlleris the reactivityconstraintapproachthat was summarizedin
Section 3.3.3 of this report.

@
9.4.1.3 Rod Controller

The rodcontrollerinterfacesdirectlyto the actuators. As such, it forms partof the
lowermost tierof the heirarchicalcontroller. Its functionis to position the controlrods so

@ as to cause module power and temperature to track theirdemanded trajectories. For this
purpose, it combines model-based feedforwardand error-basedfeedback control action.
Thus,

Ur-- Um+ uf (9.4.1.3-1)

@ where Uris the signal to the controlrods,Umis the model-basedfeedforwardaction, andUf
is the error-basedfeedback action. The quantity Umis determined from the MIT-SNL
Period-GeneratedMinimumTimeControl Laws withco(t)in Equation(3.3.4.1-5) setequal
to the inverseperiodassociatedwiththe demandedtrajectory.Thus, ce(t)is a constantand
the role of Equation(3.3.4.1-5) is therefore that of a system model ratherthan that of a
control law. The quantityuf is obtainedfrom eitherof two algorithms. The first is usedO

A
v
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Table 9.4.1.1-1

Sta0c Time Delays for Module Power and Turbine Power Demand Allocation
0

Tune Delay (s_*

Raise plant power using ali 10
modules (Path # 1) Q

Raise plant power using the
highest-power module and several
lower-power modules (Path #2)

- One Module -20 @

- Two Modules 0

- Three Modules 10

Raise plant power using the @
lower-power modules while 20
maintaining power hathe highest-
power module constant (Path #3)

@

* J_lg: Positive time delay implies that module power is increased f'trst
and turbine power later.

O

O

0

O

@
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for thehighest-powermoduleandentailscomputingthemodulepowerandprimarycoolant
temperatureerrors. The latteris convertedto anequivalentmodule powererroras follows:

I _ = _p + KTp _T (9.4.1.3-2)

where _ is the equivalent total error,_ is the module power error, el, is the primary
coolant temperatureerror,and KTpis the conversion constant (e.g., 1.0 %FP/°C). The
second is used for the lower-power modules. The error in module power ratio to the

• highest-powermodule is computedfor feedbackcontrol. Thiserroris:

e -- m-Nm (9.4.1.3-3)
N.

• where Nm and Na are the measuredand demandedmodule power and NmandN a are the
measuredanddemandedpower of the highest-powermodule.

Figure 9.4.1.3-1 shows the programthat is used to convert the above errors to a
rod velocity. Figure9.4.1.3-2 is a schematicof proposedthe rodcontroller.

@
9.5 Evaluationof PWR-TvneMulti-ModularReactorController

The performance of the proposed controller was demonstrated through the
simulationof transients that areassociatedwith the normaloperationof a PWR-typemulti-
modularplant. For this purpose,the model describedin ChapterSeven of thisreportwas

• used as the simulation tool. The simulationstudieswere done by workingupwardsfrom
the lowest tier of the hierarchicalcontroller. Thus, the rod controller was tested first, then
the modulepower controller,and finally the plant power controller.All transientsassumed
a maximum allowablemaneuveringrateof 5 %FPperminutefor both module and turbine
power. Otherconditions imposed on the simulationswere:

• 1. The primarycoolant flowrateineach module was takenas a constant4453 kg/s.

2. The primarycoolant pressurein each module was consideredconstantat 15.51
MPa.

• 3. Feedwatertemperaturewas assumedto vary with turbine power as was shown
in Figure 7.3.4-2.

4. The charging and letdown flowrates were takenas zero so as to separatethe
controller'sperformancefrom the effects of a changing boron concentration.
Also, the boron concentrationin the makeup flow was taken as zero for the

• same reason.

The simulation program's secondary plant model does not include the turbine,
: condenser, or steam admissionvalve. As a result, it is not possible to calculate the steam

flowrate in the main steam line header from a specification of the demanded load.

@ However, this quantity is needed as a boundarycondition in the main steam line header

@
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model. Accordingly, it is obtained by taking the power withdrawnfrom the main steam
line headeras always being equal to the turbinepower. Under this assumption the steam
flowrateis:

01

ti_= Qm (9.5-1)
hg- hfw

whereQm is the turbine power, hs is the saturatedvapor enthalpy of the steam generator I
inventory,and hfwis the enthalpy of the feedwater.

Another assumption that had to be made for the purpose of conducting the
simulation studies was that each reactor'scontrol rodscould be moved both continuously
and at variable speed. In reality, the rods of current-generation PWRs are moved in
discrete steps. (E.¢_: Although not included in this report, simulations were done in @
which the plant power controllerwas evaluated with discrete rod movement. The results
showed it to be effective [103].)

A time step size of 0.1 s was used for both the numerical solution of the plant
simulationmodels andthe controller'ssamplinginterval. •

Finally, it shouldbe noted that the overallobjective of the proposedcontroller is to
maintain the desired primarycoolant temperatureand hence, the desired steam flowrate
fraction as specified. To this end, the composite controller generates demanded control
signals for each module that will result in proper control of both module power and
temperature. However, if these two objectives are in conflict, the control of temperature •
has precedence. For example, in the arbitrarydemand mode, module power is allowed to
overshoot the targeted power so as to maintain temperature and hence steam flowrate.
Under these circumstances, the supervisory control action of each module's power
controller becomes important because it is that supervisory action that restricts module
power to a safe envelope of conditions. •

9.5.1 ]_valuationof the ROdController

The purpose of the rod controller is, as discussed in Section 9.4.1.3 of this report,
to move the reactivity control devices so that module power will follow a demanded
trajectory. The rod controller consists of a model-based feedforwardcontrol law and a Q
feedback control law. In the highest-power module, the feedback control signal is
computedfroma combination of the power and primarycoolant temperatureerrorswhile in
the low-power modules, it is computed from the ratio of power errorto that of the module
with the highest power. The rod control algorithmwas tested by demanding an increase in
module power from 95 %FP to 100 %FP at a ramp rate of 5.0 %FP per minute. Noise ¢
levels of 4-0.1%FP and :1:0.1°C were randomly imposed on the power and temperature
signals obtained from the model. Those signals were then smoothed using the techniques
described in [61]. Figure 9.5.1-1 shows the results. As is evident from this figure, the
rod controller caused the simulatedor 'observed'power to track that whichwas demanded.

Q

O
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9.5.2 Evaluationof ModulePowerController

The purpose of the module power controller is to preclude a challenge to the
reactor's safety system. It does this by using reactivity constraintsto monitorcontrol law •
decisions. This type of supervisorycontrolis particularlyimportantwhen operatingin the
arbitrarypower demanded mode because, in that case, it may be necessaryto allow power
to exceed its targetedvalue temporarilyin orderto maintain temperature on its demanded
trajectory. Simulationtestsof the modulepowercontrollerwere conductedbydirecting the
rod controller to withdraw a rod bank continuouslyat maximum speed. The supervisory
componentof the module powercontrollerintervenedand prevented powerfromexceexfing Q
the operational limit of 103 %FP. Demonstrations of this type have been previously
conducted on both the MIT Research Reactor and the AnnularCore Research Reactor.
These are described in Section 3.3.3.3 of this report and in several previous reports
[1,19,27].

9.5.3 Evaluationof Pl_nl;PowerController •

The purpose of the plant power controlleris to coordinatechanges in modulepower
and temperaturegiven a demanded turbinepower and/ora proposedfuel depletion strategy.
The controllerassumes a maximumallowableramprate of + 5.0 %FPperminutewith the
actual ratedepending on the number of active modules. Presented here are the resultsof •
five simulation studies in which the controller'scapabilities were demonstratedfor power
increases and decreases assuming either a specified or arbitrarypower demand mode.
Emphasis was placed on operation with unbalancedloads. (]Sl_: The initial conditions
chosen for each simulation were selected so as to necessitate frequent changes of the
operating strategy. This was done in order to illustrateflexibility. Time delays wereoften
imposed arbitrarily between such changes so as to provide visual separation of each •
strategy in the figures. These delays are noted in the tables that describeeach simulation.
Plant conditions were held constant during these delays. Thus, they are purely cosmetic
and wouldnot be requiredin an actualplant.)

9.5.3.1 CaseOne: PowerIncreasein theSvecified PowerDem_d Mode •

Case One is a power increase in the specified power demandmode. Initially,
each module's power level is different and the objective is to raise the power of c.achto
I00 %FP. The power increase sequences, the operating strategies, and the demand
allocation methods are all shown in Table 9.5.3.1-I. At the outset, module #I is the
highest-power module and the others areali at different power levels. During the first •
phase, the active operating strategyis 'equalchange' and ali modules are active. Hence, ali
module powers areincreasedby 5 %FP at a 5.0 %FP/minuteramprate. _ote: The choice
of the 'equal change' strategy was arbitrary. Other strategies could have been selected.)
Module #1 then reaches 100 %FP and this module cannot remain active any longer. The
operatingstrategyis then changed to 'extremefirst.' Under this strategy,only module #4 lt
is active because it is currently the lowest-power module. The maximum turbinepower
ramp rate is now reduced to 1.25 %FP/minute because only one module is active. If a
higher ramp change in load is demanded, the plant power controller musteither reject it or
change the operating strategy. For example, the 'equal change' strategywith module #1's
power held constant would yield a maximum turbine power ramprate of 3.75 %FP/minute.
The second phase continues until module #4 attains 90 %FP. Both it and module #3 are •

0
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Table 9.5.3.1-1

Seouence for Power Increase in Svecified Power Demand Mode

I
Turbine

Phase Module Power Power Operating Demand Initiation
(%FP) (%FP) Strategy Allocation T'm_e

#1 #2 #3 #4

• Initial 95 90 85 80 87.5 Equal Change Path 1 0 s

1 100 95 90 85 92.5 Extreme First Path 3 200 s

• 2 100 95 90 90 93.75 Extreme First Path 3 400 s

3 100 95 95 95 96.25 Extreme First Path 3 500 s

4 100 100 100 100 100 ......
O

Notes:(I) As discussedinSection9.4.1.1ofthisreport,thedemand allocationmethod
depends on the operationalmode and operatingstrategy.The path

• designations given in the table refer to:

Path #1 - Use all modules.

Path #2 - Use highest-power module and one or more of the lower-

• power ones.

Path#3 - Use lower-powermodules.

(2) The 'initiationtime'denotesthestartofeachoperatingstrategy.Iftheaction
takenunderthepreviousstrategywas completepriortotheinitiationofthe

• next phase, then a time delay was arbitrarily imposed. Plant conditions were
held fixed during these delays. Their only effect is to provide visual separation
of the phases in the figures.

O

O

O
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n_w equalin powerandthey thereforeboth becomeactive. This portionof the transientis
designated as the thirdphase. It continues until these two low-power modules attain 95
%FP. Module #2 is alreadyat 95 %FPso the fourthphase startswith ali threemodules

beingusedtoincreasepower. •

Figure9.5.3.1-1showsthemoduleandturbinepowers.Ineachphaseofthe
simulation,theincreaseinturbinepowerisdelayedrelativetothatofthemodulepowers.
Thedelays,whicharespecifiedinTable9.4.1.1-1,aretensecondsfortheinitialphaseand
twentysecondsfortheothers.Thisisdoneinordertogeneratetheenergyneededtoraise
thetemperatureofeachmodule.Figure9.5.3.1-2givestheaverageprimarycoolant Q
temperatureofeachmoduleandthereferencetemperature(i.e.,thedemandedtrajectory)
fortheaveragetemperatureofthehighest-powermodule.Thatthelatteristrackedquite
closelyshowsthatthestrategyofsequencingchangesinmoduleandturbinepoweris
effective.Inparticular,eventhoughtheaverageprima.vcoolanttemperatureisonlya
controlledvariableinthehighest-powermodule,allaverageprimaryqoolanttemperatures
track their desired trajectorieswithin the allowed errorband_+0.5 °C_. Figure 9.5.3.1-3 •
shows the equivalent control rod positions. These remain constant after the power
increase.Thismeansthatnofurthercontrolactionisneededtoadjusttheprimarycoolant
temperatures.Therefore,itcanbeconcludedthattheplantpowercontrollerachievesthe
demandedaverageprimarycoolanttemperaturetrajectoriesthroughpropersequencingof
moduleandturbinepowerchanges. •

Figure9.5.3.1-4sho_vsthesteamflowratesfromtheindividualsteamgenerators.
The loadissharedwithoutanyoscillationsduringeithertransientor steady-state
conditions.Figure9.5.3.1-5showsthesteamgeneratorwaterlevels.As expected,the
levelofeachmoduleshowstheeffectsofswellwhen modulepowerisincreased.
However, the proposed model-based steam generator level controller maintains level •
successfully. Figure 9.5.3.1-6 shows the steam generatorpressures.

O

O
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9.5.3.2 Case Two: PowerInfrease in the Arbitrary_PowerDemandMode

Case Two is the same as the f'u'stcase except that the arbitrary power demand mode
is used for both module and turbine power demand allocation. Figures 9.5.3.2-1 through
9.5.3.2-6 present the results of this simulation. •

Figure 9.5.3.2-1 shows the module and turbine powers. In this operational mode,
the demanded module power is adjusted by a lead-lag dynamic compensator so that more
energy is generated by the module than is extracted by the turbine. Thus, on a temporary
basis, the module power is allowed to overshoot the desired power. However, because •
module power is supervised by the module power controller, it is guaranteed that module
power will not exceed any safety limit. Figure 9.5.3.2-2 shows the average primary
coolant temperature of each module and the reference temperature of the highest-power
module. As before, the average primary coolant temperatures remain within the allowed
error band of 5.-0.5°C. The other simulation results that are given include control rod
position (Figure 9.5.3.2-3), steam flowrate from each steam generator (Figure 9.5.3.2-4), •
generator level (Figure 9.5.3.2-5), and steam generator pressure (Figure 9.5.3.2-6). Ali
parameters follow their desired trajectories and remain stable upon completion of the
transient.

O
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9.5.3.3 Case Three: PowerDecreasein the Svecified Power DemandMode

Case Three involves a power decrease in the specified power demand mode.
Initially, each module is at a different power level. The transiententails lowerin_ all O
module powers to 80 %FP with varying operating strategies. The power decrease
sequences, the operating strategies, and the demanded allocation methods are given in
Table 9.5.3.3-I. During the first phase, the operating strategy is 'extremef'LrSt.'Hence,
power in the highest-powermodule, in this case module#I, is decreasedfirst because only
that module is active in an 'extreme first'strategy. Once module #1's power reaches 95
%FP, module #2 is also activated because its power has become equal to that of module O_
#1. This approach continues until ali modules have attained the same power level. An
'equal change' strategy is then adopted. Figures 9.5.3.3-1 through 9.5.3.3-4 present the
results of this evaluation.

OI
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Table 9.5.3.3-1

SeauenceforPowerDecreasein SoecifiedPowerDemandMode
--

O
Turbine

Phase ModulePower Power Operating Demand Initiation
(%FP) (%FP) Strategy Allocation Tune

#1 #2 #3 #4

• Initial 100 95 90 85 92.5 ExtremeFirst Path3 0 s

1 95 95 90 85 91.25 ExtremeFirst Path3 100 s

• 2 90 90 90 85 88.75 ExtremeFirst Path 3 300 s

3 85 85 85 85 85.0 EqualChange Path 1 500 s

4 80 80 80 80 80.0 ......
O

Notes: (I) As discussed in Section 9.4.1.1 of this report,the demandallocation method
depends on the operational mode and operating strategy. The path

Q designationsgiven in the tablereferto:

Path#1 - Use ali modules.

Path#2 - Use highest-powermodule andone or more of the lower-

• power ones.

Path#3 - Use lower-powermodules.

(2) The 'initiationtime'denotes the startof each operatingstrategy. If the action
• taken under the previous strategywas complete prior to the initiation of the

next phase, then _ dme delay was arbitrarilyimposed. Plantconditions were
• heldfixed duringthese delays. Theironly effect is to providevisual separation

of the phasesin the figures.

O

O
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9.5.3.4 Case Four; Pow_ D_a'ease in th¢_ArbiWary_Power Demand Mode

Case Four is identical to the third case except that the arbitrary power demand mode
is used for both module and turbine power demand allocation. Figures 9.5.3.4-1 t_ough
9.5.3.4-4 present the results of this evaluation. OI

Q_

OI
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9.5.3.5 CaseFive:PowerTransientWhen DemandAllocationMethodisChanged

CasesOne throughFourinvolvedpowerincreasesordecreasesundervarious
operationalmodes and operating strategies. In these cases, the designated highest-power

@ module did not change duringthe power rampand hence the demand allocation method
was notchanged either. Case Five involves a transientin which the highest-powermodule
is kept at the initial power and the lower-powermodules are active. During the power
ramp, the designatedhighest-powermoduleis changed. This in mm necessitatesa change
in the demand allocation method. Table9.5.3.5-1 gives the power increase sequences,the

@ operatingstrategies,andthe demandallocationmethodsfor this transient.

Initially, the plant is at steady-stateand module #I is the highest-power module.
Hence, demandallocation path threeis followed and the power of modules #2, #3, and#4
is increased. Thirtyseconds into the power increase,module #4's power reaches95 %FP
and it is then designated as the highest-powermodule. Therefore, the demandallocation

@ rule is changed from path three to path two for the remainderof the power ramp. Under
the new rule, threemodules are active. These are the highest-power one, which is now
module #4, and the two lower-powerones, modules #2 and #3. Module#1's power is still
heldconstant. As given in Table 9.4.1.1-1, the magnitudeof the timedelay of path threeis
+20 seconds while that for path two with three active modules is only +10 seconds.

@ Hence, upon changingthe demand allocationrule,the plant power controllerholdsmodule
power at currentlevels for ten seconds so that instead of the original twenty second delay
between the start of the module and turbinepower ramps, turbinepower is now delayed
only ten seconds relative to that of the module power. During the latter stages of this
simulation,a similarchange again occurs. Figures9.5.3.5-1 through9.5.3.5-4 present the
results of this evaluation.

@
Figures 9.5.3.5-5 through 9.5.3.5-8 show the simulation results for the same

transientexcept that the arbitrarypower demandmodeis used. In this case, only the value
of the leadingtimeconstantis changed when the demandallocationrule is switched.

@

@

O

O
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Table 9.5.3.5-1

Seouencefor PowerTransientwithChan_eof DemandAllocationMethod

O
Turbine

Phase IvlodulePower Power Operating Demand Initiation
(%FP) (%FP) Strategy Allocation Tune

#1 #2 #3 #4

Initial 95 90 85 92.5 90.625 PresetValue Path 3 0 s •
w/Shift to

Path2

1 95 95 90 97.5 94.375 PresetValue Path 3 200 s
w/Shiftto •

Path 2

2 100 100 95 97.5 98.125 ....

O

H,ql_: (1) As discussed in Section 9.4.1.1 of thisreport,the demand allocation method
depends on the operational mode and operating strategy. The path
designationsgiven in the table referto: •
Path #1 - Use ali modules.

Path #2 - Use highest-powermodule and one or more of the lower-
powerones.

Path#3 - Use lower-power modules. Q

(2) The 'initiationtime'denotes the startof each operating strategy. If the action
taken underthe previous strategy was complete priorto the initiation of the
next phase, then a time delay was arbitrarilyimposed. Plant conditions were
held fixed duringthese delays. Theironly effect is to providevisual separation
of the phases in the figures. •
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9.6 Assessmentof PWR-TypeMulti-ModtdarPowerPlantController

A systemfor the controlof power andprimarytemperaturein a PWR-typemulti-
modular power plant was developed and evaluated through simulation studies. This

• controller functions underboth transient and steady-stateconditions withoutviolating any
safety limits. Also, it gives satisfactorycontrol performance under a varietyof operational
modes and operating strategies. The control system consists of three different controllers
arranged in a hierarchical architecture. The three levels are,in descending order, the plant
power controller, the module power controller, and the rod controller. Also needed, but

@ not addressed in this research, is a turbine steam controller and a primary system
pressurizercontroller for each module. Eachcontroller has its own unique purpose. The
plant power controller supervises the overall plant and allocates demand based on
predeveloped rules that depend on the active operationalmode and operating strategy.
Severaldemand allocation rulesweredeveloped,ali with the objective of achieving proper
control of primarycoolant temperaturesduring power transients. This controller would

• also providethe man-machineinterface in that operatorscould select the operational mode
and preferredoperatingstrategy. The module power controllersupervises transients so as
to ensure that module power always remains within a predefined envelope of safe
conditions. For this role, the reactivity constraint approachis applied. The rodcontroller
interfaces directly to the plant signal and control elements. Its most important role is to

• position the control rods so as to cause module power to follow a demanded trajectory.
Model-basedfeedforwardaction was combinedwith feedbackto accomplishthisobjective.

The performance of the proposed power control system was demonstrated by
simulating variousoperational transientson a PWR-typemulti-modularpower plant. The
simulation programwas PMSIM which was developed in this research and which was

• described in Chapter Seven of this report. The majorconcerns in these evaluations were
the automatic control of module power and primary coolant temperature and the proper
division of steam flowrate among the individual steam generators when operating with
unbalanced loads. Ali evaluation results showed satisfactory control performance. In
particular, the primary coolant temperature followed the desired trajectory within allowed
error bands and the steam flowrates shared their desired fractions without any

• unsatisfactory oscillations amorg the modules.

0

0

0
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10. Issues Regardingthe Design and Acceptanceof Intelligent Support Systems for
Reactor6perato_(l)

One of the objectives of the MIT programon the operation and control of multi-
modular power plants was to investigate the potential for the use of expert systems.
Accordingly, factors relevant to the design and acceptance of intelligent support systems
for the operation of nuclear power plants are enumerated and discussed in this chapter.
The central premise is that conventional expert systems which encode experientialknowl-

• edge in production rules are not a suitable vehicle for the creation of practical operator
support systems. The principal difficulty is the need for real-time operation. This in tam
means that intelligent supportsystemswill have knowledge bases derivedfromtemporally-
accurate plant models, inference engines thatpermitrevisions in the search process so as to
accommodate revised or new data, and man-machine interfaces that do not require any

• human input. Such systems will have to be heavily instrumented and the associated
knowledge bases will require a hierarchical organization so as to emulate human
approaches to analysis. Arguments to support the above findings are made by first
examining the needs of licensed reactor operators and then reviewing the capabilities of
conventional expert systems. Differences between existing expert systems and proposed
intelligent support tools are then identified by comparing certain design features including

• the source and content of the knowledge base, the mode of interaction with the user,
knowledge organization, the inference engine, and the man-machine interface. Issues
related to operator acceptance of intelligent support tools are then reviewed. Possible
applications are described and the relative merits of the machine- and human-centered
approaches to the implementation of intelligent support systems are enumerated. The

B chapterconcludeswith a plea for additionalexperimentalevaluations.

10.1 Statementof Problem

In 1989, BernardandWashio publisheda state-of-the-art review on the utilization
of expertsystems in the nuclear industry[5]. Some 287 expert systems were identified as

• either underdevelopmentorin use withinthe nuclear industry. Theseincluded systems for
use as engineering tools, the capturing of human expertise, plant design, facility
management,maintenanceplanning,interactivediagnostics,real-timediagnostics, decision
support, emergencyresponse, cognitive models, and control. The numerical breakdown
of these systems by application is shown in Figure 10.1-1. In addition to enumerating
expert systems activities, the studysoughtto identifymajor trendsand to reveal unresolved

• issues. Three findings stood out. First, about twenty-five percent of the identified expert
systems were being developed to assist humans with managerial responsibilities in the
areas of plant design, management,and maintenance. Examples included the scheduling of
workpermits, regulatory Compliance,repairof complex equipment, and the interpretation
of water chemistryanalyses. None of these tasks required real-time performance and few

• were done by licensed reactor operators. A second trend was that enormous resources
were being devoted to the developmentof expertsystems that would assist licensed reactor

(1) This material was originally presented by Dr. Bernard as a keynote addressat the
2nd International Forum on Expert Systems and Computer Simulation in Energy

• Engineering held 17-20 March 1992 in Erlangen, Germany under the auspicesof
the International Centre forHeat and Mass Transfer,Belgrade, Yugoslavia. It was
subsequently published in IEEE Transactionson Nuclear Science, Vol. NS-39,
No. 5, Oct. 1992.

O
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operators in the discharge of their responsibilities, especially emergency response. This is
evident from the figure which shows that forty percent of the total number of identified
expert systems were for real-time diagnostics, operator advisers, or emergency
preparedness. A third, and very disturbing trend, was that little had been done in the way
of experimental work to assess operator response to expert systems. A further discussion
of these three trends as well as other findings has previously been given [38].

More than two years have passed since the completion of the originalstate-of-the-
@ art review and it is now appropriate to revisit the findings of that study. The material

presented here is one result of that reexamination effort. Its focus is on the progress made
in developing intelligent technologies for the direct support of reactor operators in the
discharge of their licensed duties.

@ The most gratifying change that has occurred during the past two years is that
several operator-support expert systems have either become operational or are very close to
that goal. In the United States, the most prominent is the Reactor Emergent "Action Level
Monitor or REALM which was developed for the Indian Point Unit 2 plant and is now also
under consideration for San Onofre [104,105]. In Asia, the Emergency Operating
Procedures Tracking System (EOPTS) has undergone extensive and very successful

@ testing at the Taiwan Power Company's Kuo Sheng plant [106]. Also, the Japanese
national effort on the Advanced Man-Machine System for Nuclear Power Plants (MMS-
NPP) continues to progress [107]. In Europe the very impressive SAS-II system is
undergoing testing at Swede:_'s Forsmark plant where it will be used to assist shift
supervisors in following emergency operating procedures [108]. The success of these and

• other systems is proof that witt_ proper attention to the issues of validation and verification,
expert systems technology ca_ make a contribution to control room operation. However,
other less-positive trends tha._bear on the utilization of operator-support expert systems are
also apparent. First, despite the enormous effort that was mounted in the late 1980s, most
of the nuclear expert systems that are now becoming operational are not for the direct
support of reactor operators. Rather, they are to assist non-licensed personnel in such

• areas as safety review analysis, water chemistry control, maintenance scheduling, core
refueling, compliance with proper welding procedures, and plant life extension. Second,
expert systems are more readily being used in a support role in the non-nuclear aspects of
the electric power industry such as fossil plant operation and especially load dispatching.
Third, there is a growing realization that the traditional rule-based expert system will not

@ suffice for the development of a useful operator-support toolo Rather a combination of
, analytic methods, primarily system models, and A/I programming techniques is needed.

This Chapter examines issues that bear on the design and acceptance of intelligent
support systems. Its specific objectives are to: (1) discuss the needs of reactor operators
in the pefformaoce of their licensed duties, (2) review the use of rule-based expert systems

@ with emphasis on the types of application to which they are suited, (3) enumerate the
unique design requirements of rea!-time intelligent support systems, and (4) identify factors
relevant to operator acceptance c _ these systems.

@
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10.2 _:h_tor Needs

As an illustration of an operator's needs, consider the following sequence of 6
events. A nuclear plant is operating under steady-state conditions when the on-duty
operator notes that condenser vacuum is a little low for the reactor's current power level.
No setpoint has been violated and the indicator on the vacuum gauge is oscillating slightly
with the expected value being occasionally attained. Unless additional information in the
form of redundant measurements is available, no decision can be made as to whether the
problem is a falling instrument or an actual incipient loss of vacuum. The operator focuses •
his or her attention on the condensate system and, over the next few minutes, observes a
small but clef'mitedecrease in vacuum. What might be the cause? Perhaps the air ejector,
which is a steam-driven jet pump that removes non-condensable gases, is not operating at
its design pressure. Or perhaps one of the plant's many drain tanks that collect fresh water

from pump seals and other components and direct it to the condenser has become Q
uncovered. Or perhaps the condenser's pneumatically-operated hot well level control valve
is maintaining the water level improperly. The corrective actions for each of these
possibilities are obvious. A second air ejector can be placed on fine, the offending tank can
be secured, or the hot well level can (with difficulty) be maintained manually.
Unfortunately, each of these actions imposes a penalty on plant operation. Thus, the
challenge to the operator is to decide which of the possible initiating events is in fact •
causing the loss of vacuum. To continue the scenario, suppose that while the operator is
gathering information to make an informed decision, the hot well level control valve fails
open. The sudden surge of comparatively cool condensate may effect operation of the
feedwater pumps and hence jeopardize heat removal from the reactor via the steam

generators. The operator is suddenly faced with a potentially major crisis. Q

What can we conclude about the needs of licensed reactor operators? First, as a
result of their extensive training and operating experience, most operators have excellent
pattern recognition skills and can readily distinguish between expected and abnormal plant
behavior. For example, the operator in the illustration realized that the vacuum gauge
reading was inappropriate for the plant's operating state. Second, operators know the I
appropriate response for a given casualty. When difficulties do arise, they are most often
the result of inability to identify the nature of the problem. This was the case in the
scenario given above. The operator initially lacked sufficient information to distinguish
between a failing sensor and an actual casualty. Later, after it had become evident that the
loss of vacuum was real, he couldn't determine which of three possible initiating events
was the true cause. An operator's principal need is therefore for timely, accurate analyses •
of actual plant conditions.

The nuclear industry has, of course, long recognized the difficulties associated with
accurate, real-time diagnostics. During the 1960s, the approach taken was to provide
licensed operators with abnormal operating procedures (AOPs) for every conceivable •
casualty. Each AOP was characterized by a unique set, or in some cases a time-dependent
sequence, of alarms. This event-oriented approach was challenging even to those who
operated plants of only a few hundred megawatts and, as plant sizes grew, it became totally
impractical. One alternative was to increase the number of instrument readouts available to
the operator and thereby reduce the number of initiating events that could only be O

O
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distinguished by a different sequence of the same set of alarms. However, this merely
swamped the operator with information. In the early 1980s, the industry introduced

Q symptom-based procedures which direct the operator to treat the consequences of a
malfunction without necessarily identifying it as to initiating event. For example, instead
of rectifying the cause of a plant upset, the operator is to focus his activities on ensuring
that certain safety functions, such as heat removal and containment integrity, are
maintained. While this symptom-based approach is an improvement, it results in lengthy
procedures that have multiple entry points. The result is that operators must often do many

@ tasks in p'aallel. Expert systems, such as the Emergency Operating Procedures Tracking
System [106], have been developed to assist with this problem. Another deficiency of
symptom-based procedures is that, while they are very useful in mitigating the
consequences of major problems, they may not prevent the propagation of minor
difficulties such as an incipient loss of condenser vacuum. For that, a definitive
identification of the initiating event is needed. Hence, despite improvements such as

• symptom-based procedures, the need still exists for a real-time diagnosticcapability. This
is one of the major challenges to the designers of intelligent support systems for reactor
operators.

10.3 Exert System Capabilities
@

Expert systems are a special type of coml::_,:_._sof_,'warefor which the objective is to
reproduce the capabilities of an exceptionally talent¢z_I_,jman or group of humans. This is
achieved by encoding human experience in various "knowledge representation schemes.
Although many such schemes are available, most expert systems are rule-based. That is,
the knowledge is represented as a set of production rules that are in the form "if condition

• A and condition B are present, then the following regulation applies." The function of the
expert system is first to identify the current plant condition and then, via its inference
mechanism, to compare the antecedent clauses of each production rule against the observed
plant status. If a match exists, the rule is considered to be applicable. A characteristic
feature of expert systems is that the experience of the hum_a experts (the knowledge base)

@ is kept separate from the method by which that experience and information is accessed (the
inference engine). Expert systems differ from conventional algorithmic programming in
two respects. First, as new information is obtained, it can be added to the knowledge base
without revising the inference engine. That is, no reprogramming is needed. Second, an
expert system can at any time provide the rationale for its conclusions. It does this by
keeping track of the chain of deductions that support each particular conclusion. These two

@ features account for much of the appeal of expert systems technology to the nuclear
industry. Separation of the knowledge base and inference mechanism means that, as the
plant's layout is changed or as new regulations are imposed, the knowledge base can be
updated without incurring the need to revise the inference mechanism. If a conventional
programming technique were used, the entire program would require revisio_ because the

@ knowledge and the method for its interpretation would be intertwined and dependent on
each other. Similarly, the capability to explain the logic used in arriving at a conclusion is
of great benefit in an industry where virtually every decision must be documented to show
proof of regulatory compliance.

O
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The nuclear industryembracedexpertsystems with .greatenthusiasmin the mid-
1980s. Among the systems described at a recent conference were the Component
DegradationAssessment Tool for use byYankeeAtomic, the Licensing Review Assistant
for use by EPRi-memberutilities, the Safety Review Advisor developed by Sargentand •
Lundy, the Knowledge Assisted Tag-Out system for Consolidated Edison, and the
WeldingManualAdvisorfor NorthernStatesPower[109]. Otherspecific applicationsfor
which expert systems have been successfully developed include technical specification
monitoring,plantlife extension, theplanningof cranemovement_;duringrefuelings,steam
generatormbe bundleinspection,and analysisof demineralizerperformance. Systems of Q
this typeexhibit thefollowing trai_"

1. The intended users of the expert system arc,generally not reactoroperators.
Rather, they are plant managers, weldters, chemists, quality assurance
supervisors, o_"startup engineers. This may be an advantage in that, unlike
reactor operators, these user groups are highly defined. Hence, the design of I
the man/machine interface may be simpler.

2. The systems being developed are for the purpose of assisting, not replacing or
supplanting, a human. The objective is to improve productivity by giving the
user more imngdiate access to necessaryinformation. •

3. Many areas of application are highly focused. This limits the extent of the
knowledge base needed to supportthe expert system. That means that many
issues relatedto the system'sconstructionand implementationaresimplified.

4. The expert system is accessed in an interactive manner with the system Q
periodicallyquerying the humanuserforadditionalinformation.

5. The content of the knowledge base is, in some cases, derived from _.human
expert. Inothers, it is a set of regulations ora pipingdiagram. However, in ali
cases it is static. Q

The above featuresare in many ways responsible for the success achieved in applying
expertsystems technologyto the areasof plantmanagement,m,,intenance,and interactive
diagnostics. Hence, it is ironic that some of these same characteristicsare the stumbling
blocks thatprecludeextension of the technologyto real-time diagnustics. Forexample, a
narrowly-focusedknowledge basewould be inappropriatebecauseof the interdependency •
of plant components. If real-time diagnostic expert systems are to avoid being both
incomplete and brittle, then they must have knowledge bases that encompass the entire
plant. Similarly,interactiveinterfaces wouldonly distract a licensedreactoroperatorfrom
monitoringthe plantat the very time that his full attentionwas needed most. Also, a static
knowledge basewould be of tittle benefit. Real-timediagnostics requiresinformationon
the temporalsequenceof events. Forexample,apressurizerhigh pressurealarmfollowed •
by one of low pressuremight mean that a relief valve had opened and become stuck. In
contrast, the reverse sequence (low pressurefollowed by high) suggests that the normal
bankof pressurizerheatersfailed to energize, the backupbankthereforecame on, andfor
some reasonremainedon.

Q
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Many ofthoseseekingtodevelopanexpertdiagnosticcapabilityhaveconcluded
8 that the traditional concept of a vale-based system with experiential knowledge is flawed.

One of the drawbacks to rules is that they proliferate rapidly and hence are not a practical
means for organizing large knowledge bases. Al._o, there are no human experts when it
comes to diagnostics. It is not a case where a few reactor operators are proficient and the
rest are not. Rather most, if not all, son,etimes experience difficulty because of a lack of
information. Thus, the creation of expert systems for real-time diagnostics can not be

• achieved through the extension of the concepts observed in the development of off-line
systems. Rather, the entire process needs to be rethought and new approaches ide_ied.

10.4 Design of Real-Time Intelligent Suonort Systems

• Real-time intelligent support systems for reactor operators are under development at
several centers of nuclear engineering research. The material presented here is drawn from
reports issued by these centers as well as from on-going research at the Massachuseus
Instituteof Technology (MID.

10.4. I _ource of Knowled2e
0 -

The traditional method for the construction of an expert system is for a knowledge
engineer to idedtify a human expert and then, through a series of interviews, to extract the
relevant information. This approach is not reconunended for the design of support systems
that offer a real-time diagnostic capability. One issue has already been noted. Namely,

• there may not be sufficient information, in the form of sensor readings, available to the
operator. Thus, no matter how talented the individual may be, he might not be capable of
rendering a complete diagnosis and therefore rules derived from his understanding of the
plant might prove inadequate. A second issue is that diagnosis is often a multi-disciplinary
problem requiring several types of knowledge including that of the operators regarding
procedures and system interactions, thatof engineers concerning thermodynamics and fluid

• behavior, and that of plant designers relative to component specifications and layout. The
nuclear industry addressed this by assigning shift technical advisers to each operating
crew. Knowledge engineers are now also recognizing the issue. For example, Mah and
Damon who are developing the Alarm Processing and Diagnostic System (APDS) for the
Bechtel C_tion found thaz four distinct but related domah_ had to be surveyed [1lD].

• These were operations, trai_,!_, licensing, and design. Others have broken even further
with convention and completely abandoned interviews with human experts as a means of
obtaining a knowledge base. For example, Suddeth notes that rule bases derived from
humans may have many deficiencies including lack of organization, incompleteness, and
little relation to physical laws [111 ]. He _tdvocates the use of process models for the
construction of a knowledge base. Reliance on such models as a source of knowledge is

Q an increasingly common characteristic of intelligent suPlxX_systems.

10.4.2 Content of Knowledee Base

Physical models of plant systems are used in many of the intelligent support

Q systems that are now under development. The information derived from these models is

O
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supplementedby that obtained from written procedures,physical laws such as those of
mass and energy conservation, and diagrams of plant systems. One advantage of
incorporatingmodels in a systemfor automateddiagnostics is that expectedplant responses 8
can be determined for any set of initial conditions. Thus, alarmscan be anticipated with
any mismatchbetween the sequences of actualand predictedalarms being cause for further
investigation. Models are also essential to the establishmentof the temporalrelations that
areso necessary to diagnostics. In this regard, it is important that there be some provision
in the knowledge base for recognizing the passage of time. For example, suppose that
primaryflow is established in a shutdownreactor that has been in the naturalcirculation •
modefor decay heat removal. The initiationof forcedconvection should result in changes
in the coolant's temperaturesensorswithinso many seconds. Oneindicationthat ali valves
are properly aligned would be that these changes occur when expected. Thus, both an
event (temperaturechange) andits timingare importantto diagnosingvalve status.

Unfortunately, t_,.¢model-based approachto the construction of a knowledge base O
engenders many difficulties. First, the model must function in real time. That is, for a
given change in plant conditions, the timerequiredto compute the effects of those changes
by means of the model must be substantially less than the time for the change to occur in
the actual system. Many developers of intelligent diagnostic systems have established a
goal of one secondor less for the executionspeed of themodel. This is a majorchallenge. •
Forexample, a three-dh:aensional,nearreal-time, reacto: physics and thenlaal-hydraulic
model of a pressurizedwaterreactor(coreand primaryloop) was recently developed and
benchmarked at MIT [4]. This effort tookmany man-yearsand does not yet include the
secondarysystems. In additionto the problemof real-time execution, it is necessary that
the model be periodically calibrated. The model should compute certain measurable
quantities (temperatures, pressures, flowrates) and these calculated values should be
compared to actual data from plant sensors. Unless both the model and the plant sensors
are maintained in calibration,it will be very difficult to determineif a difference between
the model'spredictionanda sensoris the result of a modeling error,a sensorfailure, or an
actual perturbation. A third challenge is to transform a model so that the information
generated is of use for automated diagnostics. Felkel has examined this issue in depth (
[112,113]. Among his findings are the following:

1. The computer-based model should be directly coupled tc. the actual physical
processin the sense that it both operates in real timeant',is accurate.

2. The model should be structured so that parameter variations are readily (
performed. This is necessary in order to simulate both unanticipated system
configurationsandplantupsetconditions.

3. The model should be constructedon a modularbasis with modules groupedin a
hierarchicalorganization.Thiswill allow detailedstudyof specificcomponents (
of a givenplantconfiguration.

4. The model's software should be structuredto accommodate binary changes of
state such as those that occur upon valve closure,or the trippingof an interlock.
Also, the model shouldaccept useractions as input. (
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Otherissues thatareoften raisedrelativeto systemmodels are those of breadthanddepth.
Q As for the first, models incorporatedin an automateddiagnosticsystemshouldencompass

the entire plant because a disturbance in one system may propagate to others.
Unfortunately,the coupling of this need for extreme breadthwith the difficulties noted
earlierrelative to the creationof models with mathematicalrigormakes it quitechallenging
to achieve depth. As a result, some have advocateda less demanding approachin which

• only qualitativebehavioris predicted[114]. This technique,whichis known as qualitative
physics, would presumably allow cause and effect to be determined but not the actual
magnitudes of the physical quantities involved. Such an approachmay possibly be of
benefit either by itself or as a preliminary scopinganalysis. However, it should be noted
that there is one area in which compromise cannot be allowed. Specifically, the model
must be temporally correct. Accurate sequencing of a given series of occurrences is

• essential to the determinationof the initiatingevent. Thus, ratesof change, durations,and
timedelaysmustbemodeledand/orcalculatedcarefully.

10.4.3ModeofInteraction

Inconventionalexpertsystems,suchasthosedevelopedforwaterchemistry
• analysis, the user suppliesthe various test resultsand is queried _t,,,lecessary for additional

information. This mode of interaction is not acceptable for intelligent support systems
because, in the first place, it couldn't be done in real time and, more importantly, it would
distract the reactor operators from their licensed duties. The alternative is for ali of the
information needed by the intelligent support system to be provided directly from the plant

• instrumentation. However, many existing plants were not instrumented for this purpose
and would require retrofitting. For example, existing diagnostic expert systems such as
those for turbine-generators, have required the installation of significant numbers of
additional sensors [5].

10.4.4QrganizationofKnowledgeBase
O

Oneofthe,featuresthatdistinguishesexistinginteractiveexpertsystemsfromthose
underdevelopmentforon-lineuseisthemethodselectedfororganizationoftheknowledge
base.Theformeralmostoverwhelminglyrelyonproductionruleswhilethelatterutilize
object-orientedprogramming.Thisisamajordifferencebecausetheuseofobject-oriented

• programming in lieu of productionrules implies the need for internal organization of the
knowledge base. The conventionalideas of simplyaddingknowledge in the formof a new
rule and of searching throughthose rules withoutregard to order will not suffice for real-
time intelligent support systems. Instead, the knowledge itself must be structured in order
to facilitate model-based reasoning, diagnostics, and possibly control functions. The
benefits of the object-orientedapproach have been enumerated by Moore who designed the

Q very successfulG2 real-timeexpertsystem [115]. His observations include:

1. Knowledge can be expressed in a compact manner throughthe use of object
classes. In particular, a single statement can apply to many objects. Moore
gives the following example:

O

O
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"If the standarddeviation of any level
sensor over the last 10 seconds >...."

O
In contrast, there is no convenient way to identify an entire group of
instruments as level sensors when using the rule-based approach. Hence, a
separate rule would have to be written for each.

2. Attributes are associated with each object. For example, sensors could be
categorized as being for level, pressure, temperature, or flow. This facilitates a •
hierarchical organization of the kno° "ledge base with some attributes applying
to ali sensors and others to only one subclass. Moore points out that this mode
of representation "fits well with the way we (humans) organize our thinking ...,
and it is much more powerful than having separate rules or models for each

instance of an object." Q

3..'7he object-oriented approach facilitates tbe representation of factors that relate
or "connect" one object to another. This feature is particularly useful in a
power plant where components such as pumps, valves, and heat exchangers are
connected to form systems. Two benefits result. First, this mode of
representation lends itself to a graphical depiction similar to the piping and •
wiring diagrams that exist for power plants. Second, reasoning is facilitated
because, if a given component is malfunctioning, a directed search can be made
either upstream or downstream as appropriate for causes and effects.

Another advantage of the object-oriented approach is that it provides a means for
recognizing the state of a system. Felkel has emphasized this point [112]. He notes that III
rules deal with events which are changes of state. An example would be the cycling of a
valve. However, the expert system should also store information on the state itself.
Otherwise, directives might be issued to close valves that are already shut.

10.4.5 Inference Engine 0

There are a number of special requirements imposed on the inference engine of a
real-time, intelligent support system. These include:

1. The search must be accomplished rapidly so as to maintain real-time
performance. Alternatively, the expert system should be programmed to •
provide the best possible answer within a fixed time interval [115].

2. The system should be capable of validating sensor information. Moreover,
provisions should exist whereby the system can continue to function even if
information is judged to be inaccurate or is missing [106]. ii:

3. The system should be capable of iteration because the receipt of new or updated
information may alter conclusions that have already been reached [109].

O
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4. Conclusionsshouldbeperiodicallyreverifiedaspartofa"truth-maintenance"

Q prograrnthat ensures the validity of ali priorreasoning[115].

5. The order of the reasoning process may have implications for the manner in
which the knowledge base is organized. This is particularlytrue for control
applications[115].

@ 6. The system shouldbe capableof reasoningaboutmultipleproblemsat the same
time. Also, an interruptprovisionshouldexist so as to permitrapidresponse to
highpriorityevents [115].

7. The reasoning that supports a given conclusion should not be routinely
displayed to the plant operator. However, it should be available for review

@ upondemand[5].

10.4.6 Man-MachineInterface

The proper design of the man-machine interface is recognized as the single-most
important factor in determining user acceptanceof an expert system. Displays should be

• unclutteredand use high quality,easy-to-read,color graphics. In addition,displays should
be designed to reflect the educational level andcomputercapabilitiesof the user. Systems
intended for multiple groups (operators, shift supervisors,engineers) should be equipped
with separateinterfaces, each for the skill level of the group in question. Finally, and
perhaps most important, the display should reinforce an operator's existing cognitive

D approachto the plant. As noted earlier,most operatorshave excellent pattern-recognition
skills. The man-machineinterfaceshouldtherefore use graphicsrather than text to convey
information. Several of the intelligent supportsystems that arecurrentlyunderdevelop-
merit have been devised with interfaces that are both innovative and informative. For
example, Beltracchi has advocated the development of displays that combine
thermodynamicinformationwith a blockdiagramof the plant in a mannerthat allows the

• operatorto monitorthe productionandflow of energy fromthe reactorto the turbine[116].
This approachis being incorporatedin theproduction-goaldisplaysof theJapanese MMS-
NPP Project [117]. Also, researchers at MIT have developed a predictive display that
allows reactor operators to visualize the consequences of a control action before
implementing it [30]. This technology has been successfully demonstratedon Ml'rs

• 5-MWt ResearchReactor.Thesedisp'qvs,aswellasthosedesignedby researchersat
otherorganizationssuchastheOECD-I-;,AenProject,havedemonstratedthefeasibilityof
creatingeffectiveman-machineinterfaces.Unfortunately,littleactualusehasbeenmadeof
thistechnology.Inparticular,theman-machineinterfacesofmanyoftheexpertsystems
thatarecurrentlycommerciallyavailableareofverypoorquality.Shouldsuchpracticebe
continuedforthedesignofintelligentsupportsystems,thereactionofreactoroperators

Q will be quite negative.

10.5 Ac_tance of Real-TimeIntelligentSup_r_rtSystems

One of the findings of the original review of nuclearexpert systems by Bernard and
• Washiowasthattherehadbeenfewstudiesinwhichtheimpactofprovidingareactor

O
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operatorwith expert advice had been evaluatedundercontrolled conditions [5]. Studies
had been performedat the IdahoNational EngineeringLaboratoryin theUnited Statesand
at the OECD-Halden Project in Europe [118,119]. However, the results were mixed. •
Since that time, additional evaluations have been performed with positive results. For
example, there have been comparative studies of operator actions both with and without
access to the Emergency Operating Procedures Tracking System (EOPTS) during
simulated emergencies [120]. Thus, there is no longer any question that artificial
intelligence methods can contributeto the safe, effective use of nuclearenergy. However,
the issue remains as to the proper role of man and machine and as to whether or not •
operators will accept intelligent support tools. Those questions are explored here in
conjunctionwith a discussionof possibleapplicationsfor intelligentsupportsystems.

10.5.1

Severalexpertsystems which wereoriginallydesigned for the purposeof assisting qP
either maintenanceworkers or licensed reactoroperatorsare now also being used in a
trainingcapacity. One of the first systems to be employed in this mode was EXPERT-GV
which was developed by Framatome to assist in the analysis of steam generator tube
cracking [121]. EXPERT-GV is now also usedas a trainingtool for inspection and repair
crews. The developers of both REALM and EOPTS have reported a similar result. •
REALM has been found to be of use both for a training aid and for the preparationof
emergency planexercisescenarios. As for EOPTS,its original purposewas to assist plant
operators in the handling of emergencies. However, it was so useful in explaining
emergency operatingprocedures(EOPs) that its intended role, at least at the Kuo Sheng

Nuclear Power Station, is now thatof a simulator-basedtrainingaid [106]. •

10.5.2 Sisal Validation

Signal validation is, as discussed earlier, an area where operators may require
assistance. The validation process itself can be done entirely by analytic methods.
However, if data is missing or if a judgment has to be made as to the reliability of a
particularsensor re_ding, then an expertsystem may be of use. For example, the Finnish
power company In_._'anVoima Oy and the OECD-Halden ReactorProject are jointly
developing the Early Fault Detection (EFD) system for use on the Loviisa pressurized
water reactor[122]. The ;_;,tentis to providereactoroperatorswith indications of incipient
failures and thus facilitate corrective action before an actual alarm condition is created.
EFD has been undertest since July 1989on the highpressurepreheatersof the Unit No. 1 C
plant.

10.5.3 AlarmF'dtefin2andPrioritization-

Alarm diagnosis and filtering is of particularconcern to the nuclear industry
because of the need to avoid cognitive overload. Hence, methods for suppressing
irrelevant alarms and for the automatic identification of root cause are being actively
researched. Suchtechniquesmustbe flexible becausean alarmthatis of no significanceat
one point in time may be of extreme importanceat a later stage of a malfunction. Also,
such systems mustbe accurate. A numberof alarmfilteringsystems have beendeveloped
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including EXTRA by Electricitd de France, HALO (Handling Alarms with Logic) at the
OECD-Halden Reactor Project, and the Alarm Filterk,ag System by EG&G Idaho, Inc. [5].

Q One of the more interesting approaches to alarm filtration is the "hybrid" expert system that
t,,as been advocated by Westinghouse as a means for the appropriate division of tasks
between man and machine [123_. Under the hybrid approach, the machine is used both to
provide continuous monitoring and to transform or structure information so that it will be
of direct use to a human. Tasks that require common sense or deep knowledge of the
plant's dynamics are left to the operator. Contrast this with a conventional expert system

Q where an inference engine is used to sort through the knowledge base and then, via an
interface, provide the system's conclusions to the operator. There, the system does the
actual problem solving. In a hybrid expert system, the human retains that role. The
machine contains the knowledge base but its task is merely to organize information so as to
best support human problem-solving capabilities. This issue is further discussed by Mah

B and Damon in their paper on Bechtel's Alarm Processing and Diagnostic System [109].

10.5.4 Prcxiicfiv_Displays

The Massachusetts Institute of Technology has explored the idea of providing
reactor operators with predictive displays that permit the consequences of a given control

Q action to be visualized prior to its implementatior_. Thus far, displays have been developed
for the control of both reactor power and steam generator level [31]. In each case, an
accurate model that can be executed at a rate much faster than real time is coupled to a
custom-designed graphics package. For example, the steam generator display predicts the
effect of closing, holding constant, or opening the feedwater regulating valve. The
duration of the projection is selectable. This type of intelligent technology is particularly

:• beneficial when, as is the case with steam generator level, the process dynamics are
counterintuitive.

10.5.5 Ope_rator Assistance

• The most ambitious task for which intelligent support tools are presently being
considered is the real-time assistance of reactor operators. Systems under development for
this purpose include Japan's MMS-NPP project [107], the OECD-Halden efforts on SAS-
II, which is an extension of the German STAR project [108], Atomic Energy of Canada
Limited's Operator Companion [124], and the French systems KSE and GRADIENT.
KSE addresses the proper operation of electric power supplies in pressurized water

• reactors [125], while GRADIENT, which stands for 'Graphics and Knowledge-Based
Dialogue for Dynamic Systems,' is a graphical expert system that serves as an intelligent
man-machine interface [126]. Many other examples are summarized in the review by
Bernard and Washio [5].

Q The degree to which intelligent support systems should be used to assist reactor
operators is the subject of much debate. The possibilities range from manual operation to
complete automation. The disadvantage of the former is that it places too great a burden on
the reactor operator in terms of system monitoring, diagnosis, and the rapid implementation
of corrective actions. The drawback to the latter is that, while machines can do those tasks
in which humans are deficient, they can not reason, at least not reliably, about situations

Q
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that were not anticipated when their knowledge bases were developed. While neither
extreme is today viewed as desirable, there is no consensus as to an appropriate
compromise. American and French designers are developing computer-based systems to
provide central displays of safety-related information, to prioritize alarms, and to track •
procedures. However, the decision to implement a given action still rests with the licensed
operator. In contrast, Canadian, Japanese, and German plants are increasingly being built
to incorporate a high degree of automated control.

Ali of the designers of nuclear power plants are developing intelligent support
tools. These can be classified as either 'machine-centered' or 'human-centered' depending
oll the division of responsibilities between man and machine. In the former, functions that
have been traditionally performed by the licensed operator are automated and the human's
role becomes one of supervision. Thus, the machine is used for process tnonitoring, alarm
diagnostics, and procedure selection. The responsibility of the licensed ope=_tor is to
verify the machine's reasoning. This approach has the advantage that the operator is •
relieved of many tedious duties, that diagnostic and response actions will always be
consistent, and that human indecision and/or error is reduced. However, this approach
also brings with it certain limitations. For example, humans might lose their learned skills
and possibly _ecome overly dependent on the machine's availability. Such a situation
might also make the human operator feel that he is superfluous and his job of no •
consequence. An alternative is a human-centered approach in which the licensed operators
continue to perf,_rm their normal duties but they are both monitored and assisted by the
digital system. This concept is really an extension of existing practice under which an
independent safety system places the plant in a safe condition should the operator fail to do
so. Only now, ali of the operator's actions are monitored and, if necessary corrected, so as
to avoid the possibility of even an incipient challenge to the safety system. For example, •
should an operator fail to note some alarm or not implement a given step in a procedure
within the expected time frame, the intelligent system will provide a prompt. This relation
between man and machine has the advantage that the licensed operator continues to perform
his or her normal duties and is therefore always cognizant of plant status. Hence, should
an emergency occur, he or she can act at once. In contrast, the machine-centered O
philosophy might result in an operator's not being mentally alert. The human-centered
approach also has the advantage that it may foster operator acceptance of intelligent tools
because, rather than perceiving of them as a threat, licensed personnel may view them as a
means of improving performance. This will be especially true if the intelligent support
systems provide operators with some capability that they presently lack. For example,
acceptance of intelligent tools by load dispatchers is reported to be high because real-time •
information on the comparative costs of each power generation source is now available
[109].

While the human-centeredapproachoffersmuch thatiscommendable,it
neverthelessremainsessentialthattheoperatorfullyunderstandthecapabilitiesand
limitations of the machine. In this respect, experiencegained in the aerospace industry is •
worth noting. Some aircraft are now being constructed with a 'fly-by-wire' philosophy.
The pilot retains nominal control but ali actions are processed through an intelligent
computer system. This has resulted in some difficulties. For example, the A320 jetliner,
which is manufactured by the European consortium Airbus Industrie, is computer-

O
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controlledandit offers a protectiveenvelope. On 26 June 1988, anA320 crashedduringa
Frenchair show killing three and injuringfifty. At the time of the crash, the pilot was

Q making a low-speed pass at an altitude of only 15 meters. The intent was to fully display
the A320 to those attending the air show. The pilot may have assumed that the computer-
based protectivesystem wouldautomaticallyinterveneff the plane'ssFeedreachedthe stall
point. But, the software was programmed to assume that a landing was in progress if the
plane was being flown manually below 30 meters. Hence, there was no automatic
protective action. The plane did stall and then crash [127]. The implication for the

@ designers o_"intelligent supportsystems is that extremecare must be exercised not only to
design an :intelligenttool that is both reliable and accuratebut also to create one that is fully
understoa_ by its prospective users.

A furtherdifficulty associated with the design and use of intelligent support tools
• for reactor operators is that there is very little guidance available on the subject. Studies

such as the aforementioned evaluation of the Emergency Operating ProceduresTracking
System [106] have established that the use of an expert system can improve operator
performance. However, it remains to nerformcomparative assessments of the machine-
and human-centered approache_ and, at an even more fundamental level, experimental
work is needed to define the optimal division of responsibility between man and machine.

@ The studies that havebeen completed in this area suggest that the requiredexperimentswill
be both complex and costly. For example, one of the conclusions reached during the
evaluation of the HALO systemwas that results relevant to commercialreactorswould be
obtained only if experiments were done on full-scale simulators [108]. In addition to
simulator studies, there should be an extensive operating history in which intelligent

• supporttools and other similarcomputer-basedtechnologies aredemonstratedoverperiods
of several years at the research and test reactor level. This combination of simulator
evaluations and on-line testing will gradually establish the confidence necessary for
industryto adoptand regulators to accept intelligentsupporttools. A furtherdiscussion of
this andother factors relevantto the realizationof advanceddigital technologies for nuclear
reactorsis given in thereport,"EuropeanNuclearInstrumentationandControls"[128].

O

10.6 __ofExoe_ Systemsin M_ti-ModularPlants

Artificialintelligencetechniqueshavethe_tential to makeasignificantcontribution
to the reliable operationof nuclearpower stations. Moreover, that potential is currently

@ being realized through the application of expert systems to such tasks as plant design,
facility management, maintenance planning, and interactive diagnostics. However, it
remains an open question as to whether intelligent support systems can be successfully
developed for real-time diagnosis and operator guidance. It is evident that the needed
technology will not result fromthe mereextension of conventional, expert systems which
encode experiential knowledge in production rules. The need for real-time performance

@ imposes too many difficulties. Intelligent support systems will have knowledge bases
derivedfrom temporally-correctplantmodels,inferenceengines that permitrevisions in the
search process as information is updated, and non-interactive man-machine interfaces
Also, theirknowledge bases will requireinternalorganization so as to facilitate diagnostics
and possibly control activities. Many quality researcheffortsare in progress and it seems

@ certain that these will ultimately be successful. However,much supportingworkneeds to
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be donein theareaof real-timemodel developmentandcalibration. Also, the needs of the
reactoroperator must always be kept in focus and the appropriaterole of"the human and the
machine needs to be def'med. Finally, it is imperative that each incremental advance in the 6
technology be tested in an operational setting. Experimentation is the key to maintaining
the technology both realistic and of benefit.
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11. Issues Relevant to the Distal Control of Multi-Modular Reactors

Q The significance of the work reported here is that it may ultimately facilitate the
automated operation of multi-modular reactors and thereby (1) minimize the number of
required personnel and thus contain both operating and personnel costs, (2) allow each
module to be operated at a different power level thereby staggering the times at which
refuelings would be needed, and (3) maintain the competitiveness of U.S. industry relative
to foreign vendors who are developing and applying advanced control concepts. Issues

• related to the digital control of multi-modular reactors are discussed here including the
relation of the completed MIT work to the overall automation of a multi-modular facility,
practical considerations in the operation of two or more modules under condition of
unbalanced loads, and suggestions for further research.

11.1 Ao_omated Operation of Multi-Modular Plantse

The objectives of the research that has been described in this report were to
investigate, develop, and where possible experimentally demonstrate genetic techniques for
the closed-loop digital control of power, temperature, and steam generator level in multi-
modular plants. Specific topics that were addressed included the design of a computer

• architecture in which invariant supervisory constraints are kept separate from plant-
dependent control laws, the identification of a method for automated startups with the on-
line estimation of subcriticality, a comparison of trajectory tracking techniques, the
development of a multi-modular plant model, the design and evaluation of compensators
for the proper control of steam generator level despite shrink and swell effects, the
enumeration and evaluation of strategies for the adjustment of reactor power under

• conditions of unbalanced loads, and an assessment of the challenges involved in the
provision of intelligent support tools to reactor operators.

Table 11.1-1 lists the major functions associated with the startup and operation of a
multi-modular plant. Also shown are actions that could possibly be taken to automate each

• task. Those actions that were addressed during the course of the research reported here are
denoted by an asterisk (*). If these techniques were to be combined with others including
existing methods for automating turbine run-ups and yet-to-be developed methods for
automated diagnostics, then it should be possible to operate each module of a multi-
modular plant from a manned central control room.

• 11.2 Soggestions on the Operationof Multi-Mqdular Plants

As was noted at the outset of this report, the economical operation of a multi-
modular reactor plant may require that each module be run at a different power level. This
is necessary ,so that each module's core will be depleted at a different rate thus allowing

Q refuelings to be staggered. Unless this approach is adopted, ali modules will have to be
refueled at the same time and that will impact an economic performance. The inference to
be drawn from the above argument is that multi-modular plants will have to be run under
conditions of unbalanced loads. This in turn is challenging because the commercial nuclear
industry lacks experience with such operation. In reality, operation with unbalanced loads
should not be difficult provided that the plant is designed with this objective in mind. The

• following observations may be of use:

O
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Table 11.1-1

MajorFcng:tionsAssociatedwiththe StartupandOpe_rationof.
a Multi-Mqgt¢larReactorPowerPlant ill

Task .P..0_sibleAction

1. Precritical checks 1. Remain manu_ but use computerized aids for
monitoring system status. •

2. Reactor startup *2. Automate using period-generatedcontrol laws
in conjunction with perturbed reactivity
method.

3. Starmp of balance of plant 3. Perform manually with aid of procedure •
tracking system and computerized information
for checkout and diagnosis.

4. Power increase to point of "4. Automate using period-generated control laws.
adding heat

5. Turbine warm-up (main *5a. Automate control of steam generator level. •
steam stops closed,
bypasses open)

5b. Perform remainder of processrnanually with a
procedure tracking system.

6. Placement of plant on-line *6a. Automate control of steam generator level.

• 6b. Develop predictive displays to assist operation
if manual control is desired.

7. Turbine run-up 7. Automated systems available, lt

8. Operationof multiple *8. Automate usinghierarchicalcontroller that
reactors with unbalanced combines supervisorycontrol with control laws
loads appropriateto the selected operating strategy

and mode.

9. Assessment of control 9a. Identifyabnormal behaviorusing neural nets. C
actions

9b. Diagnose cause of malfunctions using
automatedreasoning.

Note: An asterisk (*) denotesactionswhichcould be implementedgiven theresearch
resultscontainedin thisreport.

C



@ -287-

1. A long-term strategy for operating each module so as to create staggered
refuelings should be prepared whenever a multi-modular plant is placed in (or
returned to) service.

6
2. Unanticipated maintenance outages will probably make it impractical to

implement the original operating plan exactly. Accordingly, as is now the case
with both commercial PWRs and BWRs, flexibility will be essential.

@ 3. The time required for both refueling and most plant maintenance is shortcompared to the lifetime of current-generation reactor cores. This means that
small differences in load can have large effects. For example, suppose that a
given fuel loading is rated for eighteen months at 100% of full power (FP). ff
one module is run at 100% FP and another at 90% FP, then after eighteen
months, the depletion of the second module's core will lag by 7.2 weeks. This

@ is enough time to refuel a reactor of several hundred megawatts. The point is
that extreme imbalances in load are not necessary in order to achieve staggered
refuelings.

4. Small differences in the power distribution between modules can be achieved
without significant deviation from normal operating practice. For example_

@ most reactors are operated so that the average coolant temperature is maintained
within a band of a few degrees. Operation of one module at the high end of this
band and another at the low end will, over an interval of several months, yield a
significant difference in fuel burnup.

@ 5. It is a relatively simple matter either to establish unbalanced operation or to
return to balanced conditions. The reactor console operator merely has to
withdraw or insert the control devices so as to establish the desired primary
coolant temperature (refer to Section 9.3.3.3 of this report). This process
requires only a few minutes. Hence, while methods for adjusting plant power
during an unbalanced load condition were demonstrated in Chapter Nine of this

@ report, such operation may not be necessary. If a power change is requested by
the load dispatcher, the plant can first be returned to balanced operation. This is
desirable because, as discussed in Section 8.6.3 of this report, it will facilitate
control of steam generator level.

@ 6. One challenge in the operation of a multi-modular plant is to establish
unbalanced load conditions. Another is to bring a module on-line when the
other modules are already at power. This problem will be especially acute if, as
is likely to be the case, the other modules are at or close to 100% FP.
Specifically, difficulties may arise in the control of steam generator level
because the potential exists for severe swell in the on-coming unit as well as

@ substantial shrink in the others. To control this situation, the main steam valves
that connect each module to the common header should be designed to permit
precise control of the steam flowrate. This in turn will enable the operator to
transfer the load to the on-coming module slowly.

@ 7. The paralleling of modules requires that several precautions be observed. First,
the oncoming module should be critical at normal operath_g temperature before

@
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any attempt at paralleling is made. Moreover, its power level should be
sufficiently above the point of adding beat so that ali its systems and
instrumentsareready for full-power operation. (Note: The 'point of adding
heat' is the power level above which an increase in temperatureis observed
upon an increase in power.) Second, if variable speed pumpsar_ used, then •
primaryflow should, of course, be increased prior to initiating a transferof
load. Third,the averageprimarycoolant temperatureof the on-comingmodule
should be above that of the on-line modules. This will ensure that the
on-coming unit does in fact pick up partof the load. Fourth, the main steam
stop bypassvalves for theon-comingunit should be open thusensuringthat the •
module being brought on-line is functioning at some small percent of full
power. The transferof loadis affected byo_ning the mainsteam stopsfor the
on-coming module, withdrawing that module'scontrol blades as necessary to
maintaintemperatureand, at the same time, inserm._ the controlblades in the
on-line modules. Fifth, whenever a module is broughton line, it is preferable
thatan equaldistributionof the load be achievedfirst Then,as part of a second •
maneuver,conditions of unbalancedload can be establishedif desired.

11.3 _;usgestionsfor FurtherResearch

Reportshave been issued ._ince1988 on theMIT programon the developmentand •
experimentalevaluationof advanced control conceptsfor nv_learreactorsat a frequencyof
more fl_anone per year. As a result, manyof the suggestions made in previous reports
remain valid. These are therefore not repeated here except to emphasize the extreme
importanceof demonstrationprojects. Co,.ttroltechnologyis advancing rapidly on _veral
fronts. In particular,enormousprogres_has been achieved during the past decade in the

, capabilityto model complex, non-line_rsystems in real time. The nuclear industrycould •
use these models to advantage by makingthem the basis of on-line diagnostic systems, by
incorporatingthem in optimal control strategies, and by structuringthem ,_oform man-
machineinterfaces_A transitionin technologyof this magnitudecan not be accomplished
in a single step. Rather,a series of small, incremental advances is desired. Otherwise,
neither utility executives nor regulatoryauthoritieswill develop confidence in the new @
concepts. This si'a_ationis particularlyacute for those nations, the United States among
them, thatarecurrendyexperiencinga hiatusin newplant orders. An alternativewould be
either to conduct long-term demonstrationsof advanced controlconcepts on some of the
university and government-owned test and research reactors or to build a dedicated
demonstr,_tionplant. If this is notdone, then when new plantorders do finally occur, the
barrierto implementing the new theories will _e insurmountable. Engineeringadvances •
occurbycoupling theory to practice. Neither suffices by itself.
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Q _team GeneratorWaterLevel Predictive Display Pro_ro'am

A. I Statement of Problem

Unplanned reactor trips that are the result of steam generator level instability have
• contributed significantly to the unavailability of PWRs [81]. The problem, which was

discussed in Chapter Eight of this report is that steam generator water level control is
complicated by inverse response effects known as 'shrink and swell.' Current generation
level controllers can correct for these effects provided that both flow and level signals are
available. Unfortunately, flow measurements arc too uncertain for use as a controller input
at low power. Hence, operators sometimes assume manual control during low power

• operation. However, such action may not in itself be without difficulty because system
interactions, the delay between control demand and response, and the counterintuitive
steam generator water level dynamics combine to complicate the operator's task. To deal
with these complexities, an operator should understand how steam generator parameters
respond to a planned control action. In this regard, a model-based predictor with

• appropriate displays may improve an operator's capability to control level by revealing the
consequences of a particular control action prior to its actual implementation.

The concept of providing predictive displays as an aid to those responsible for
controlling complex processes is not new. Early applications of the appr6ach concerned
the diving controls for submarines and the landing system for Apollo spacecrafts [129].

Q More recently, the technique has been utilized for air and railroad traffic control [130, 131].
Relative to the nuclear industry, the use of predictive display technology as an operator aid
for steam generator level in PWRs has been previously suggested though not implemented
[132]. The motivation for the work reported here on the design of a predictive display for
steam generator level was a successful study that had been previously performed at MIT on
the provision of predictive information on neutronic power to reactor operators [30]. Five

• displays that provided the operator wi_ various combinations of derivative, current, and
predictive information were developed and evaluated through actual use on the 5-MWt MIT
Research Reactor, MITR-II. Operators had to be trained to use the predictive information.
However, once they understood it, most reported its availability to be of benefit. This was
especially true if a power maneuver was to be performed with the control rods configured

• in other than their normal pattern. Given this success, it was decided to develop a similar
display for steam generator level.

Currently, a steam generator operator's primary indications of the water inventory
are the narrow- and wide-range level indicators located in the steam generator downcomer.
However, because these indications are susceptible to the counterintuitive effects of shrink

Q and swell, it is often difficult for the operator to make the correct decision about how he or
she should respond to keep the mass inventory of the steam generator within the prescribed
limits. A predictive display might ameliorate this situation by enabling an operator to
visualize the consequences of adjustments to the feedwater flow some thirty seconds to a
few minutes into the future. Such displays might reduce the frequency of operator-related

Q trips by forewarning operators of the effects of shrink and swell, and hence curbing their

Q
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naturalresponse toovercompensatefor level changescausedby transientphenomenasuch
as bubbleformationandcollapse. In thisAppendix,a programthatwas developed for this
purpose is reported. The programhas been designated as the Steam GeneratorLevel
Display Program(SGLDP). @

A.2 p,o_dictiveDisplayProm-am

The SGLDPis a FORTRANprogramthat combines a steamgeneratorwaterlevel
simulationroutine,a level displayroutine,and anoperator interactionprogramas shown in Q
FigureA-1. Thisprogramrunson anyIBM-compatiblepersonalcomputerthatis equipped
witha VGA or Herculesgraphicboard.

The steamgeneratorwaterlevel simulationroutineuses the mathematicalmodel that
was developed in Chapter Seven of this report. The programprojects the narrow-range Q
steam generator level signal for three cases: control valve being closed, control valve
position maintainedconsu,at, and controlvalve being opened. The operatorcan select the
speed at which the valve is to be opened or closed. The demandedreactorpower is also
displayed so that theoperatorcan observe the correlation(or lack thereof) between power
demand anclchange in anticipated level in the steam generator. The model gives the
narrow-rangesteam generator level in the downcomer as a function of the steam and I
feedwater flowrates. Four terms are included. The first is a mass capacity term that
reflects the net differencebetween the steamand feedwaterflowrates. The secondallows
for shrink/swelleffects associatedwith changes in feedwaterflowrate. The thirdis similar
except that it is for changesin steamflowrate. The fourthallows for short-firedmechanical
oscillations that can be caused by the additionof feedwater to .*hegenerator. As was
reported in ChapterEight,this model's accuracywas verified by comparisonwith a much Q
largerandmorerigorousmodel that had beenbenchmarkedagainstplantdata. Projections
of up to 200 s arepossible witha displayupdatefrequencyof one second.

Figure A-2 shows the predictive display for steam generator level. The upper
portion shows the reactor power and the lower portion depicts steam generator level. @
Reactorpower was initially at 10% of ratedand it is being raised _x2.5% of rated per
minute. Derivative information,the steamgeneratorlevel for the previous 100 s, is shown
togetherwith thecurrentlevel. Emanatingfromthe currentlevel arethe threeprojections,
each corresponding to a possible control option (valve opened at selected rate, held
constar,t, or closed at selected rate), in the actual display, each option is shown in a
differentcolor. The advantageof this displayis that an operatorcan visualize the effects of @
adjustiag the position of th3 feedwater control valve before doing so. This capability
sbouldresult in morereliable operationbecauseeven though operato_ are trainedto anddo
understand the counterintuitive nature of shrink and swell, they may have difficulty
quantifying those effects. Thus far, no trials of this display have been conducted either by
simulationor in an actualplanL Additionalinfcnmafionis given in [31]. ¢

It is recognized that much remains to be done before the use of predictive
information will become routine in the nuclearindustry. In particular,regulatory issues
remain to be explored. These have not yet been broached as part of the Mrr program
because ali use of the neutronicpower display has been underan approvedexperimental
protocol [1]. Issues such as operators becoming overly dependent on a display or the ¢
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consequences of inaccuracy in a projection remain to be addressed. While not minimizing
those challenges, predictive displays may offer a means of gradually incorporating digital
technology in reactor control rooms and thereby bridging the gulf that now exists between

I manual and fully automated control of nuclear power facilities.
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Aooendix B

@ Smi_h'_Dead-Time Compensator

B. 1 Statementof Problem

If a physical process involves significant dead time such as a transport lag, a
@ conventional feedback controller may provide a quite unsatisfactory closed-loop response.

The problem is that a change in an input does not produce an immediate, corresponding
change in an output. Hence, it is not possible to obtain any information for use as
feedback. Control action may be incorrect because such actions will be based on previous
instead of current measurements of the output. Therefore, the presence of dead time may

• be an important source of instability in a closed-loop response. In order to improve control
of such processes, Smith suggested a compensation element connected around the primary
controller [97].

B.2 Comnensator Function and Design

• Smith's compensator is based on the Smith principle which states that if a response
satisfies the design criteria for the delay-free case, then the response to be designed for the
delayed case should be the same except that it is delayed by whatever dead time is involved.
In order to obtain the delay-free signal, a model-based dead-time compensator that predicts
the delayed effect is used. Figure B-1 is a schematic of the Smith dead-time compensator.
The measured signal, y(s), is compensated by the signal, y'(s). This compensating signal

• is obtained from a simple local feedback loop that goes arc and the controller, lt is called
the Smith dead-time compensator. The resulting control input signal, y*(s), can be
expressed as:

• y*(s)= y(s) + y'(s)

= [GcO e-"+ (I-e-t_)GGclysp(S)

• = GG cysp(s). (B-I)

As shownby Equation(B-I),thestrengthoftheSmithapproachisthatthedelayedeffect
iscanceledby themodel. Thus,thecontroller'sinputsignalcontainscurrentand not

Q delayedinformation.FigureB-2showstheequivalentblockdiagramofthecontrolsystem
associatedwiththeSmithdead-timecompensator,ltispossibletoeliminateentirelythe
undesiredeffectofdead-timeprovidedthata perfectmodeloftheprocessdynamicscanbe
obtained.The model-basedcompensatoroffsetsthedeficientperformanceoftheoriginal

systembyalteringitsoverallbehaviorsothatthesystembehavesasdesired.
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